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Abstract

Analysis by human perception could not be solved using traditional method since uncertainty within the data have to be dealt with first.
Thus. fuzzy structure system is considered. The objectives of this study are to determine suitable cluster by using fuzzy c-means (FCM)
method. to apply existing methods such as multiple linear regression (MLR) and fuzzy linear regression (FLR) as proposed by Tanaka
and Ni and to improve the FCM method and FLLR model proposed by Zolfaghari to predict manufacturing income. This study focused on
FLR which is suitable for ambiguous data in modelling. Clustering is used to cluster or group the data according to its similarity where
FCM is the best method. The performance of models will measure by using the mean square error (MSE). the mean absolute error
(MAE) and the mean absolute percentage error (MAPE). Results shows that the improvisation of FCM method and FLR model obtained

the lowest value of error measurement with MSE=1.825x10"", MAE=115932.702 and MAPE=95.0366. Therefore, as the conclusion, a

new hybrid of FCM method and FLLR model are the best model for predicting manufacturing income compared to the other models.

Keywords: Fuzzy linear regression (FLR), fuzzy c-means (FCM), mean square error (MSE)

1. Introduction

Cluster analysis is the art of finding groups in datasets. The classi-
fication of similar objects into groups is an important human activ-
ity. In evervday life. this classification part is always used as
learning process [1]. Besides, classification also appears in many
disciplines such biology, medicine, psychology, marketing and
image processing [2]. The choice of a clustering algorithm de-
pends both on the type of data available and specific purpose. In
clustering the data, two most widely studied clustering algorithms
are partitional and hierarchical clustering [3].

These algorithms have been heavily used in wide range of applica-
tions primarily to their simplicity and to ease of implementation
relative to other clustering algorithms. Partitional clustering algo-
nthms aim to discover the groupings present in the data by opti-
mising a specific objective function and iteratively improving the
quality of the partitions. Partitional methods generally required a
user predefined parameter to obtain clustering solution. Mean-
while, hierarchical clustering algorithms used the problem of clus-
tering by developing a binary tree-based data structure. It was
developed to build more deterministic and flexible mechanism for
clustering the data objects [3]. Performing hard assignments of
points to clusters is not feasible in complex datasets where there
are overlapping clusters. To extract such overlapping structure, a
FCM clustering algorithm could be used.

Fuzzy approach is successfully applied in various experiments
which involved fuzzy data. Fuzzy regression is an important
method for analysing vague association between response and
explanatory variables. Fuzzy logic able to control complex sys-

tems more effectively compared to traditional approaches [4].
Here, Tanaka et al. [5] is the first proposing a fuzzy linear regres-
sion model which is useful for certain systems and significant to
fuzzy structure and human estimation. Fuzzy linear regression
could be categorised into two types of situations based on the
nctional relationship; dependent (response) and independent
&:plan;l(or}-‘) variables. Two types of categories are parametric
fuzzy regression model where the functional relationship is known
and nonparametric regrefépn model if otherwise. Numerical
method is used to identify the fuzzy regression model by minimis-
ing the sum of spreads of the estimated dependent variable. There
are other quite considerable studies were carried out to use fuzzy
and statistics techniques in Malaysia and other countries [17, 18,
19, 20, 21].
The fuzzy linear regression was focused on the FLR model with
the assumption of tnangular fuzzy numbers (TFNs) bemg either
symmetrical or asymmetrical, where they both represents by its
own membership function. The parameter in the FLR model could
be estimated by certain methods. Finally, Zolfaghari et al. [6] con-
sidered two factors parameter estimation of fuzzy linear regression
model, known as the degree of fitting and the vagueness of the
model, which can transfer into two approaches.

2. Material and Method

The statistical software used in this study are MATLAB 2014,
Microsoft Excel 2010 and SPSS 20. An exploratory data analysis
was executed to explore the relationship between dependent varia-
ble and independent vanables.
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2.1. Multiple linear regressions

Multiple linear regression (MLR) analysis is an extension of sim-
ple linear regression (SLR) analysis |7]. MLR is among the com-
monly used statistical methods where it 1s highly useful in exper-
imental situations of which the experimenter can control all pre-
dictor variables. MLR also attempts to develop any potential mod-
el on the relationship between two or more independent variables
and dependent variable by fitting a linear equation to the observed
data. The key assumptions of MLR model are linear association
and no multicollineanity exist. The presence of linear association
can be tested by using the Q-Q plot of the standardized predicted
versus 1" values. To avoid dependency amongst X variables, multi-
collineanty should be tested by using variance inflation factor
(VIF) which means a measure of how much the variance of the
estimated regression coefficient is inflated by the existence of
correlation among the independent variables in the model. A VIF
value of less than 10 means that there is less correlation or no
correlation among the independent variable, meanwhile if the VIF
value exceeds 10, it is the sign of serious multicollinearity and
required some correction to be made [8].

This study used MLR to analyse nine independent variables that
proof related to manufacturing income. This analysis was con-
ducted to find the significant variable among the independent
variables. In conducting the analyse need to consider the p-value
with less than 0.05. Besides, the correlation coefficient value ()

and coetficient of determination value ( r~ ) also need to consider
in constructing the MLR model. If x and y have a strong posi-
tive linear correlation, r 1s close to +1. Positive values indicated a
relationship between ¥ and y variables such that as values for
X increases, values for y also increase. Meanwhile, if ¥ and y
shows a strong negative linear correlation. r is close to -1. Nega-
tive values indicated a relationship between x and y such that as
values for X increase, values for y decrease. The MLR model

such asin (1)
P =B +BX, +BX, +.+BX, +&(P) m

where ¢ = 1,2,..., N, ¥ is the dependent variable with X, ._..XP

are the independent variables and ﬁnﬁ, is the regression

coefficient. The function of least square method as in (2)
S(B,-B. P B)=5(p) = ZTIPJ 2)
From (1), () =Y - X/, Thus

S(B) =¥ -Xp) (¥ -Xp)
=Y Y-28 XY+ X' Xp 3)

In the least square model, the best fitting line for the observed data
is calculated by minimising §(s). Then, §() will differentiate

with respect to f§ where s equal to zero as in (4).
3Py
38
=l = 2X'Y+2X"XB =0 @
By

Hence, the least square estimator is as shown in (5).

B=X"X)'X"Y )

The equation /3 + BX +BX, +. . +BX +g is denoted as

¥ and the residual g, is equal to ¥ —I;; , which shows the differ-

ence between the observed and fitted values.
2.2. Fuzzy c-means

Fuzzy c-means (FCM) is a clustering method which allows one set
of data belong to more than one cluster. [9] developed this method
and later improved by [10]. Clustering is usually used as an alter-
native for segmentation techniques. This research applies cluster-
ing method to denote the techniques that been used in exploratory
data analysis. Clustering methods attempt to group together pat-
terns either that are similar or not similar in some sense. FCM-
method has frequently used the pattern recognition where the al-
gorithm is based on minimisation of FCM towards the following
objective function or criterion n (6)

Y ud ©

gel ral

where z is any real number greater than 1, H, is the membership

values, dw represents the distance according to Euclidean, N is the

number of objects and C is the number of clusters. The index g (g
= l.....N) corresponds to object number ¢ and the index r (r=1.....
) to cluster number r. In case of Euclidean distance, the algo-
rithm for minimising J can be summarised as in the following
steps:

1. Randomly select cluster centre, ¢. Choose the termination
tolerance, d between 0 and 1, and fuzziness exponent, z > 1 (usual-

ly z = 2). Fuzzy membership matrix, 2, 15 then initialised.
2. Update the distance d_for given g . independent variable,

x and cluster center, v, by compute the weighted average for

each group and the BEuclidean distance as in (7).

.
i x
2 H A,

d =[x, -v oy - a— ™

2,
gl

3. Update the membership values as in (8),

1
u, = — _forz>1 (8)
(%"
k=l dql
1 ifd =min(d,)
u = = 7 forz=1 9)

0 otherwise

4. Calculate the objective function or criterion, .J in (6) and iter-
ate to minimise the objective function. The iteration is repeated for

k=1,2,..,00.If IJL_” —J‘| < &, stop the iteration. else repeat

step 2 (& is a termination error where usually 0.005 is chosen).
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2.3. Cluster validity

Clustering results could be evaluated by clustering validation [11]
which recognised as one of the vital issues essential to the success
of clustering validation. There are two main categories of cluster-
ing validation which are the external and internal validation meas-
ure. This study focused on the intemal validation measure which
means it only rely on the information m the data and it evaluates
the clustering structure without any external information [12].
Under internal validation measure of fuzzy c-means clustering
algorithm, the cluster validity used 1s Xie-Beni index, mtroduced
by [13] as defined in (10).

pRRCRY T
AR =110
N min”v —vF”:

qur

(10)

where N is the number of object, C' 1s the number of cluster, I; is
the ¢" cluster centre in FCM, #,, is the membership value and

|||| is the Euclidean norm. The numerator in (10) is a compaciness

validity which measures how closely related the objects in the
cluster are. A group of measures evaluate cluster compaciness
based on variance where lower variance indicates better compact-
ness. On the other hand, the denommator in (10) 1s separation
validity which measures how distinct or well separated a cluster is
from another cluster. The smaller the separation validity value is,
the larger the probabilities that there will be a redundant cluster
centre in the clustering.

2.4. Fuzzy linear regression (Tanaka)

The goal of fuzzy linear regression analysis is to determine a re-
gression model which fits all observed fuzzy data within a speci-
fied fitting criterion. In identifying the different fuzzy linear re-
gression model, it depends on the fitting criterion used. Based on
the Tanaka method, the fuzzy model is a human estimation where
it was identified by estimating fuzzy parameters A; = (a‘q. c, Jto

solve the linear programming problems in (11).

min=c¢, +..+c¢, (11
subject to ¢ = 0 and

a'x, +(1-H) e |x.,,‘ 2y +(1-He,

—a'x, +(1-H)Y ¢, |x, |2 -y, +(1-H)e, (12)

where ¢ 1s centre, X 1s mdependent vanable, H 1s degree of
fitting, ¢ is width, y is dependent variable and e is error. The best
fitted model for the given data could be obtained by solving the
conventional lmear programming problem i (12).

Tanaka’s method considered the independent variable value in
correspondence to a crisp coefficient does not influence the fuzzi-
ness of a predicted value of the dependent variable. It also shows
the fuzzy centre a, and their fuzzy width ¢_are scale dependents.

In addition, Tanaka’s method is sensitive to outliers,

2.5, Fuzzy linear regression (Ni)
Ni approached this model as an extension from fuzzy linear re-
gression model proposed by Tanaka in 1982 [14]. The proposed

fuzzy linear regression by Ni are shown in (13) and (14).

min =¢ +..+c¢,

(13)

with subject to ¢ = 0 and

o, +(1—H)Zc{ x, Zy“

(14)
—a'x, +(1- 0 e |x‘r| 2-y,

Where a is the centre and ¢ is the spread of data.
2.6. Fuzzy linear regression (Zolfaghari)

Zolfaghari et al. [6] proposed a new model as an extension of FLR
model by Tanaka and Ni, with consideration on fuzzy number and
their membership functions. There are two parameter situations
which could be used under this model: FLLR with symmetric and
asymmetric parameter. This study focuses on symmetric parame-
ter which has fuzzy coefficients assumed as TFNs. As indicated,
the salient features of the TFNs are its mode, its left and nght
spread and its support. If the two spreads are equal. the TFN is
known as a symmetrical TFN. The proposed FLR by Zolfaghari as
shown in (15) and (16).

min = 2ms, +22“«Z|"w ‘] (15)
With subject to ¢ = 0 and
(= H)s, +(1=E)> (s, |x [ -a, - Z(avxw) -

¥ q (]6)

(=H)s, + (A=Y (s, |x, D +a, - Z(aqx.ﬂ) >y

2.7. A new hybrid of fuzzy c-means method and fuzzy
linear regression model

A new hybrid model is defined as a combination of both fuzzy c-
means method and fuzzy linear regression model in predicting
manufacturing income. Initially, one of the ways to find the best
FCM clustering is by choosing the highest correlation value be-
tween dependent variable and all independent variables. After that,
once a few of higher correlation value can be identified then FCM
clustering will be used. Then, the comparison error by MSE, MAE
and MAPE will be done and the smallest error value will be cho-
sen.

Next, the best FCM clustering can be identified by calculating XB-
value that proposed by [13] to reach the minimum value which
nearer to zero. Once the optimal cluster number is 1dentified, then
proceed to model the data by using FLR (Zolfaghan). This FLR
model is used to find the model for each cluster. The best FLR
model 1s identified by getting smallest error value by using three
methods of error which are MSE, MAE and MAPE. The degree of
fitting is adjusted between 0 and 1 to decide the best model,

3. Results and Discussion

3.1. A new hybrid of fuzzy c-means and fuzzy linear
regression
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Under fuzzy analysis, there are no assumptions needs to be con-
sidered. For the new model, the data were analysed by using
MATLAB software to identify the best FCM clustening. The im-
provisation model 1s used i this study as 1t gives better estimation
in comparison to other models. This comparison illustrates that the
improvisation model achieves the better predicting in manufactur-
ing income. In this study, the dependent variable i1s the total in-
come (¥ ) and the independent variables are total salaries and

wages paid (X, ), number of degree holder and above (x,) and

total expenditure (x, ). The independent variables x,, x, and x,

are chosen due to the high correlation value () between total
income ( I ) as compared to the other variables.

The highest correlation value is between X, and ¥ with » = 0.986,

followed by the second highest correlation value between X, and
Y with » = 0.649, and the third highest correlation value between

x, and }" with r = 0.596. The correlation values and the compari-

son error values among I, Xx,. X, and X, could be seen in Table 1
and Table 2 respectively. Table 1 presents the results of the corre-
lation value between the dependent variable and each independent
variable. The highest correlation value of x,. x, and x, are cho-
sen among the others, as higher correlation value leads to stronger
linear correlation. Otherwise, the lowest correlation value leads
the weak linear correlation. Therefore, it's not suitable to be used
for further analysis of improvisation model.

Table 1: Correlation values of FCM method between ¥ and XaX X,

152709.9697 and MAPE = 95.8433. The error values was selected
among the best correlation value between all variable involved.

Therefore, variable x_ was chosen to determine the best FCM

clustering, Table 3 presents the number of XB-value for x, ac-

cording to the number of clusters, ¢. The number of clusters cho-
sen are two (¢=2) since the XB-value reached minimum value
nearest to zero of 0.0144 compared to other number of clusters.
The XB-value of the cluster can be calculated by using Xie-Beni
index as in (10).

Table 3: The valucof ¢ and B for X,

Number of 2 3 4 5
clusters, ¢
XB-value 0.0144 0.0743 0.0532 0.5097

Table 4 shows the details for the variable x, according to the

cluster. The number of data for cluster 1 is 2827 whercas the
number of data for cluster 2 1s 29 where for cluster 1, the mini-

mum value for x, is | whilst the maximum value is 247. Mean-

while, for cluster 2, the minimum value for x, is 259 and the

maximum value is 1370. FCM model used in this study 1s to find
an improved data which can contribute to a better model with
smaller error.

Table 4: Details of the vaniable X

Cluster 1 Cluster 2
Number of data (N) 2827 29
Minimum value 1 259
Maximum value 247 1370

3.2. Fuzzy linear regression (Zolfaghari) on cluster 1

Once the data is clustered, we then proceed to analyse it by using
FLR (Zolfaghari), where the FLR model for cluster 1 is used
which involved all the independent variables. This model then
evaluated by three measurements of performance which are MSE,
MAE and MAPE by adjusted different degree of fitting (/) be-
tween 0 and 1 (see Table 5). The smallest error value is considered

Pearson Correlation (r)
¥ 0 0.000
Yot 0.053
Yo 0.194
X, 0.459
Yoy 0.557
¥V s X, 1.649
= 0.596
Y s x, 0.579
g X, 0.490
Y s 0.986

as the best FLR model for cluster 1 with /7 = 0.025 as in (17).

¥ = (3500,0) + (~288,0)x, +(-2212,0)x, +(-0.9130,0)x,

+(~44732,0)x, +(1.9245, 0)x, + (44241, 0)x, + (44534, 0)x,

+(44729,0)x, +(2.4669,2.1163)x.

an

Table 2: Companson error values of FCM method between Y and

The fuzzy parameter results as in Table 6 indicated that the impre-
cision of manufacturing income can be represented by the parame-
ter (x, ) which is the total expenditure of 2.1163. The error values

of FLR (cluster 1) for MSE, MAE and MAPE are shown in Table

5 with 182419000000, 114508.0207 and 95.8043 respectively.

Table 5: Measurement error for FLR model (Zolfaghan-cluster 1)

Xys X5 %y
MSE MAE MAPE
Y 7.553290000040 176944.0347 119.7584
s 7.03966000000 170342.9475 115.0881
x, 5.73810000000 152709.9697 95.8433
x, 6.89959000000 168473 .8717 113.8235

Table 2 shows the comparison of error values of MSE, MAE and
MAPE for variables ¥, x,, x andx . It is clearly seen that X,

was chosen for clustering as 1t achieved the smallest error values
compared to other values with MSE = 5.73810000000, MAE =

H MSE MAE MAPE
0.025 1824 19000000 114508.0207 95.8043
0.05 190152000000 121726.6229 110.2542
0.1 191827000000 122315.4418 110.9928
0.15 193424000000 1227375068 111.1340
0.185 194348000000 122790.9518 110.6683
0.2 193093000000 123283.6196 111.6638
0.3 198360000000 124201.6926 112.1815
04 201724000000 125232 4220 113.0034
0.5 205260000000 126564.5333 115.0010
0.0 208368000000 1273649507 115.0683
0.7 211945000000 128255.6598 115.4368
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[ 08 | 215400000000 | 1202608907 | 1162600
o9 [ 218948000000 [ 130161.7870 | 1167546 | 0.0246. The smallest eror values of FLR (cluster 2) are
MSE=190057000000, MAE=254814.5620 and MAPE=20.1972.
Table 6: Fuzzy parameter for cluster | (//-0.025)
A T o ¢ Table 7: Measurement error for FLR model (Zolfaghan-cluster 2)
H" Fuzzy Center, 7 Fuzzy Width, * H MSE MAE MAPE
0.025 1.90237E+11 255074 3838 20.1905
% e LY 0.05 1.90057E+11 2548145620 20.1972
0.1 1.90140E+11 255022 4454 20.3557
X -288 0.0000
1 0.15 1.90123E+11 255137.3197 20.2824
x 2212 0.0000 0.185 1.90068E+11 2549511805 20.2839
3 0.2 1.90031E+11 254815.7883 20.2832
G <4
7 -0.9130 0.0000 [ l.)ﬂiﬂl[} 11 255008 8480 20.3736
0.4 1.90051E+11 256155.1067 20.4897
= 44732 0.0000 03 912315616 279409164.4 198702031
- 0.0 3.63977E+17 405973147.0 16110.0865
x 1.9245 0.0000 0.7 1.78239E+31 3.92151E+15 24423E+11
. 0.8 4.21207E+16 179421578.2 12908.5701
| 44241 0.0000 0.9 1.84994E+11 275862.0251 21.7661
b7 44534 0.0000 Table 8: Fuzzv parameter for cluster 2 (H-0.05)
L S— @
X, 44729 0.0000 Fuzzy Parameter Fuzzy Center, Fuzzy Width,
X, 24669 21163 % ki 00000
_a -99999 0.0000
3.3. Fuzzy linear regression (Zolfaghari) on cluster 2
x, 26531 0.0000
The FLR model for cluster 2 is modelled involving all independ- - P
ent variables. This model is evaluated by three measurements of | o i
performance with different degree of fitting (f7) is adjusted be- | . 46499 0.0000
tween 0 and 1 (see Table 7). The smallest error value reveal that as L _
the best model for cluster 2 with / = (.05 as in (18), g 50468 0.0000
- % 46605 0.0000
¥ =(-99999,0)+(-99999,0)x +(26531,0)x, +(-0.1484,0)x, 2
+(~46499,0)x, +(5.9468,0)x, +(46605,0)x +(46560,0)x, 5 46560 o000
+(46454,0)x, +(0.9905,0.0246), The % AL Gy
re-
sults of fuzzy parameters are given in Table 8. indicated that the % =05 D2es
imprecision of manufacturing income can be represented by the
fuzziness of parameter ( x, ) which is the total expenditure of
Table 9: Summary of measurements of error of models (18)
MSE MAE MAPE
MLR 5677188424000 199997 4805 135.9859
FLR (Tanaka, H=0.95) 829647000000 185539.8661 125.5615
FLR (Ni, H=0.10) 815481000000 183730.5705 124.0696
FLR (Zolfaghari. H=0.025) 575619000000 154163.8335 105.6919
Improvisation — Cluster 1 (H=0.025) 1824 19000000 114508.0207 958043
Cluster 2 (H=0.05) 190057000000 254814.5620 20.1972
::’;(‘]‘Li""cm" error value improvisation | 4546556700 115932.702 95.0366

Table 9 presents the summary of error values for all model in-
volved in this study which is MLR model, FLR model proposed
by (Tanaka. Ni and Zolfahari) and a new hybrid model of FCM
and FLR. Each value of error was measured by using MSE., MAE
and MAPE. It's clearly shown that a new hybrid model reached
the smallest error value for cluster | (FH=0.025) and cluster 2
(H1=0.05) compared to other models. The value of MSE, MAE and
MAPE for cluster 1 is 182419000000, 114508.0207 and 95.8043
respectively whereas, for cluster 2 1s 190057000000, 254814.5620

and 20.1972 respectively. Meanwhile. the total overall error of

MSE, MAE and MAPE for a new hybrid model is 182496556700,
115932.702 and 95.0366 respectively.

4. Conclusion

This research is executed to improvise a certain model which
could be used in predicting manufacturing income for industry
company. The first objective was achieved through fuzzy c-means
(FCM) method. A few variables with higher correlation value was
selected to further analysed using FCM clustering toward manu-
facturing income data. After that, the MSE, MAE and MAPE will
be compared among related variables. Among the all variables

involved, X, was chosen according to its smallest error value. In

analysing this FCM clustering, Xie-Beni index is used as a validi-
ty index. It was used to determine how to better data was obtained
in various clusters. Cluster number of two (¢=2) was chosen since
it has the lowest XB-value, which is 0.0144, The previous re-
searcher method by [15] indicated that the traditional (K-means)
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algorithm seem to be superior in cluster the data. However, it may
not be able to find overlapping cluster for large datasets. Therefore,
FCM clustering should be provided because 1t can handle the large
datasets and able to allow an 1tem to belong to more than one clus-
ter.
The second objective was achieved by means of existing methods
which are MLR model and fuzzy linear regression model that
proposed by Tanaka, Ni and Zolfaghari. The results of each model
error value were discussing in the previous chapter on data explo-
ration section to see the comparing value. The model with the
smallest error value will be used in the next improvisation model.
Based on results obtained, fuzzy linear regression model
(Zolfaghari) reached smaller error value when compared with
another model. The fuzzy regression analysis might be very wide-
ly applied in various datasets but according to each author it still
has differences among them in terms of linear programming
Therefore, there are difference results under fuzzy regression
analysis. In this study, model proposed by |6] indicated the small-
est error value for MSE, MAE and MAPE with adjusted the de-
gree of fitting (/). This decrease i the modelling error brings
forward the opportunity in predicting manufacturing income of
industry company with more effectively.
The third objective was achieved by a new hybrid model of fuzzy
c-means method and fuzzy linear regression model towards pre-
dicting manufacturing income data. Result from the first objective
have been presented the chosen number of clusters of ¢=2 by us-
ing FCM method with cluster 1 and 2 having an amount of 2827
and 29 data respectively. Meanwhile. the result of second objec-
tive for modelling was chosen fuzzy linear regression (Zolfaghari)
before using the improvisation model. The finalise result of both
cluster for MSE, MAE and MAPE value has combined by calcu-
lated as a total overall error value which are 182419000000,
115932.702 and 95.0366 respectively. In selecting the smallest
error value, it will increase the profitability and may reduce losses
for an industry company. At the same time, industry planning will
come more accurate and effective to predict exact income. So, this
improvise model is suitable to develop a potential model in mak-
ing next prediction. The result from improvisation model of FCM
method and FLR model can predict the manufacturing income
with input values from all independent variables is available for
the coming prediction. Therefore, it can be concluded that the
improvisation model of FCM method and FLR model is the best
method in predicting manufacturing income.
To characterise the best model traits in statistical method analysis,
the fourth objective coullbe achieved by using three measure-
ments of error including mean square error (MSE), mean absolute
error (MAE) and mean absolute percentage error (MAPE). These
three measurements of error were measured against each model
involved in this study to discover the model having smallest error
value. The smaller error value indicates more accurate and stable
prediction than other [16]. Measurements of error for each model
were evaluated by optimising different degree of fitting (/). The
degree of fitting of measurements of error could be optimised
between 0 and 1. Once the smallest error value is identified, the
degree of fitting (/) is optimised to find the best model. As has
been proved. the improvisation model achieves the smallest error
value for the three measurements error among the other model
involved in this study. Based on the results, a new hybrid model
can be employed to produce manufacturing income predictions
that would be extremely useful for any industry company. This
model also be promising model that offers high precision toward
redict exact income.
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