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Clustering with Principal Component Analysis and Fuzzy
Subtractive Clustering Using Membership Function
Exponential and Hamming Distance

Abstract. The problem of dimension reduction in multivariate data is how to obtain a smaller
number of variables but still be able to maintain most of the information contained in the data.
One method that can be used is principal component analysis (PCA). Principal component
analysis (PCA) is a technique used to reduce the dimensions of data consisting of several
dependent variables while maintaining the variance in the data. PCA can be used to stabilize
measurements in statistical analysis, one of which is cluster analysis. Fuzzy clustering is a
method of grouping based on membership values that include fuzzy sets as a basis for
weighting for grouping. One method of fuzzy clustering is Fuzzy Subtractive Clustering (FSC).
The method used in this study is PCA and FSC. The purpose of this study is to compare the
most optimal cluster results using PCAFSC and FSC methods. The results obtained indicate
that the clustering using the PCAFSC method is better than the FSC method.

1. Introduction

The problem of dimensional reduction in multivariate data is how to get a smaller number of variables
but still be able to retain most of the information contained in the data. One method that can be used is
principal component analysis (PCA) [1]. This method is designed to reduce the spatial dimension of
the data to find and interpret dependencies among variables or to help stabilize measurements in
statistical analyzes such as reffJession analysis or cluster analysis [2].

Other According to [3], principal component analysis (PCA) is a technique used to reduce the
dimensions of data consisting of several dependent variables while maintaining the variance in the
data. This Ghn be done by transforming the data into new variables (main components) that are not
correlated to form a new coordinate system with maximum variance. Therefore, PCA can be used to
reduce the dimensions of data without significantlyff®ducing the characteristics of the data [4].

Cluster analysis is a technique used to look for patterns in a data set by grouping observations into
groups. The aim is to find the optimal grouping in which the observations of objects in each cluster are
similar, but the clusters are different from each other [5]. The basic principle in cluster analysis is to
classify objects (observations) in a cluster that have very large similarities with other objects in the
same cluster (similarity) but are not very siffilar to other objects in different clusters (dissimilarity).
This means that a good cluster will have high homogeneity (similarity) between members in one
clufler (within-cluster) and high heterogeneity (difference) between clusters (between-cluster) [6].

There are several methods that can be used in the grouping, one of which is the most frequently
used is Fuzzy C-Means (FCM). In this method, the number of groups is known and uses a group
membership matrix that was determined previously. However, the initial group membership matrix
was initialized randomly so that the FCM method was complicated. Another grouping method is
Fuzzy Subtractive Clustering. This method is used when the number of groups is unknownfFuzzy
Subtractive Clustering has more consistent results and better speed compared to FCM [7]. The concept
of the FSC method is to determine the area in a variable that has the highest density of the surrounding
points. The point with the most number of neighbors will be selected as the center of the cluster and its




density will be reduced. Then the selection of another point with the most neighbors will be made to
become the center of another cluster. This step will be repeated until all points are tested [8].

There are several studies on clustering, if@uding research conducted by [9] used the FSC to classify
polymers according to their similarity to various chemicals in the vapor phase. The polymer that
determines @@ center of the cluster is selected to create the sensor array. The virtual sensor array is
determined based on the polymer selected by FSC using a polymer-coated SAW oscillator as a
chemical sensor. Research conducted by [10] on fuzzy clustering combined with PCA to reduce
seventeen variables by producing three main components. Furthermore, the three main components will
be grouped using the FCM as the basis for evaluating driver service levels. The PCA and FCM
algorithms not only extend the function of grouping based on principal component analysis, but also
increase the algorithm speed.

In addition, research conducted by [11] used the PCA method to reduce data dimensions, where the
results of the main components will be used as input to the FCM method. B distance method used is
the euclidean distance. Another study was also conducted by [12] using Fuzzy C-Means and Fuzzy
Subtractive Clustering to compare the planning for the placement of the UNEEB900 Node B network on
the existing BTS of one of the operators in the Malang area using the Fuzzy C-Means and Fuzzy
Subtractive Clustering methods. The results obtained are Fuzzy Subtractive Clustering which results in
a more even placement of Node B in each of the 5 districts in Malang City compared to Fuzzy C-
Means. Based on some of the studies above, that the PCA method can optimize clustering performance
and the FSC method is better than FCM, so this study will use the PCA and FSC methods for clustering
using exponential membership functions and hamming distance.

2. Literature Reviews

2.1. Principal Component Analysis (PCA)

Suppose that the random vector m is known, namely X,,X,, ..., X,,,. The requirements for the main
components of the variables X,,X,,...,X,, are the vectors of PC,, PC,, ..., PC; which are obtained with
the following conditionl < m, Var(Pc,) > Var(PC,) > - > Var(Pc,), and Cov(PC,-, PCJ-) =0,
where i # j. The principal component depends only on the covariance matrix § of X;, X5, ..., X, In
general, the main component is obtained from the form of a linear combination, where the definition
of a linear combination is as follows:

Definition [13] A vector w is said to be a linear combination of vectors vy, Vy, ..., V,. if there are
scalars cq, €3, ..., ¢ such that

W =y Vy + CVp + o + .V, (n

Therefore, the form of the main components is as follows:
m
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To determine the number of main components, it can be done in 2 ways, namely:
First, through proportion of total variance (PTV)

Ji
PTV k

= x100%, k=12,
A+ + -+ A % b @)

If a large proportion of the total population of variants for m, say 80 to 90%, can be said to be with
one, two or three components, then that component can replace the original m variable without losing
much information [ 14].

Second, through the Cumlative Proportion of Variance (PKV)
Ej-g=1 Aj

PRV = — =220
A+ Ag + -+ Ay

% 100% (4)

If the majority of the total variance (70 - 80%), for large m can be connected by the first, second, or
third principal components, then this principal component can interpret m the original variable without
losing much information [15].

2.2. Fuzzy Set
Definition [16] If X is a collection of objects denoted by x, then the fuzzy set U in X is expressed as the
set of consecutive pairs

U= {(xpny(x)|x € X}

where gy (x) s the degree of membership x in the fuzzy set U at interval [0,1].

2.3. Fuzzy Subtractive Clustering

Fuzzy clustering is a method of grouping based on membership values that includes fuzzy sets as a
weighting basis for grouping. Each data is given a value for the probability of being able to join each
existing group, which means that the data is not absolute or firm to be a member of one grougfinly, but
also has a value for the probability of being a member of another group with the largest degree of
membership showing a high tendency for data to be be a member of a particular group [ 1§}

One of the fuzzy clustering method@fis Fuzzy Subtractive Clustering (FSC), where the number of
clusters to 3 formed is unknown. The basic concept of this method is to determine each point of the
data which has a high density of the surrounding points. The point with thE}nost number of neighbors
will be used as the center of the cluster. Then the density of the point that will be used as the center of
the cluster will be reduced and the algorithm will select another point that has the most neighbors to
become the center of another cluster. This is done until all points are tested.

3. Methods

The research method used is clustering using Principal Component Analysis (PCA) and Fuzzy
Subtractive Clustering (FSC) by using hamming distance and exponential membership function. Output
of the PCA will be used as input for FSC, then, the quality of the clusters formed will be seen using the
Partition Coefficient. Below will be one by one regarding the methods used in this research:

3.1. Principal Component Analysis Steps
The steps of the Principal Component Analysis are as follow:
e Data Normalization

The data normalization used in this study is Softmax normalization, defined as follows [18]:
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e Covariance Matrix

The sample covariance for the m and n variables is
K
Smn =E—12(xjm = ) (3 = %) (©)
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The covariance matrix (S) is as follows:
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e Eigen Value and Eigen Vector

The eigen values (4) of the matrix 5§ measuring n X n can be found using equation (8) as

follows:

det(S —ADx =0 (8)
The eigen vector (a) corresponding to A can be found using equation (9):

det(S —ADx =0 (9)

e Determine the Number of Main Components
The number of major components can be determined using equations (3) and (4).
e Compiling the Main Components

In general, the main components are obtained from the form of a linear combination using
equation (2).

g. Fuzzy Subtractive Clustering Steps
The steps of the Fuzzy Subtractive Clustering algorithm are as follow:
e Determine the value of the parameter, i.e. r (radius), q (squash factor), accept ratio, rejecet
ratio.
e Converts data to fuzzy numbers using the exponential membership function [ 19]:
1 x=a
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. Detera’ne the potential of each data point D;; i = 1,2,3, ..., n with the following steps:

First, Calculate the distance of each data against Ha; using the hamming distance [20]:

Dist,; = (')'JA(RIJ _ﬂs(uiJl) (an

r
where Ha; = Hpy; j=12,..m;i=12..,n

Second, determine the initial potential of each data point using :




n
D= o4 (ETL Dist)(x) (12)
k=1

e Search for datwoints with the greatest potential value:
M = max[D;|i = 1,2, ..., ]; for the first iteration.
Z = max|[D;|i = 1,2, ...,]; for the second, third iteration an so on.

e (Calculate the ratio (R) of a candidate centeluster using
R=— (13)

In the first iteration, the value Z = M.

e Check the eligibility of prospective cluster centers to cluster centers by using 3 conditions as
follows:

a) Condition 1: if the ratio > accept ratio, then the prospective cluster center can be accepted as a
new cluster center.

b) Condition 2: if the reject ratio < ratio < accept ratio is checked the feasibility of the
prospective cluster center can be accepted as a new cluster center, if not then the iteration is
stopped because there are no more data considered to be prospective cluster centers. The
procedure in condition 2 is as follows:

Md = -1

For k = 1,2, ..., p, where p = number of clusters
m

V; = G\
sa =, (F5) 19
j=1
If (Md < 0) or (Sd;, < Md), then Md = Sd,,

, Mds =V Md;

where Mds 1s the closest distance from the prospective cluster data center to the cluster center.
If (ratio + Mds) = 1; prospective cluster centers are accepted as new cluster centers. Meanwhile,
if (ratio + Mds) <1 then prospective cluster centers are not acceptn and will not be
reconsidered as new cluster centers (the potential data is set zero) centers are not accepted and
will not be reconsidered as new cluster centers (the potential data is set to zero).

¢) Condition 3: if the ratio is reject ratio, then there are no more data points that will be
considered to be prospective cluster centers and the iteration is stgpped.

e If a new cluster center is obtained, a reduction in the potential data around the previous cluster
center is performed using

Df =D{™' - D, (15)

where

Ck-—x!-z
—a|pm (2 J]
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e Returns the cluster center to the original data using

x=(a—b)In(g—pe*+e ) +a (17




e Calculate the degree value of membership using

_wm (X Ckj
() (18)
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where
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e (Calculating the validity index using the Partition Coefficient [21]

1 N K
Pe=~| D> 20)
AW / 1

where N is the number of research objects, K is the number of clusters, and y;; is the value of
membership of the i-th object with the center of the j-th group.

(19)

4. Result and Discussion

The PCA calculation process will produce output in the form of the nflin component, where the main
component will be used as input in the FSC calculation process. The data used in this study is
hypertension data. The amount of data is 500 data with 5 variables. The variables used are age (X;),
sex (X,), systolic pressure (X3), diastolic pressure (X;), and body weight (X5). Data processing was
performed using Jupyter Notebook Software with the Python programming language. Then, the cluster
results from the FSC with the PCA input will be compared with the cluster results from the FSC only.

4.1. Fuzzy Subtractive Clustering with Input Principal Component Analysis

The clustering process starts from PCA calculations by normalizing the data using (1) so that the data
is in a certain range. Before determining the main component, each variable must be related to each
other so that the covariance matrix (§) will be searched first. From the covariance matrix, a PCA
analysis will be carried out by looking at the eigen values of each variable. The new variable (principal
component) that is formed is based on the proportion of the totalariance and the proportion of
cumulates. The results of the calculation of eigen values and variance can be seen in Table 1.

Table 1. Eigen value and total variance.

Component Viﬁ:{:&) Vel(l;;;;]ce Kumulatif (%)
1 0.0689 3045 3045
2 0.0569 25.11 55.56
3 0.0459 20.30 75.86
4 0.0374 16.51 9237
5 0.0173 7.62 100

In Table I, there are 3 new variables or main components that represent the analyzed variables. The
ability of each component to represent the variables analyzed is indicated by the amount of variance
described, which is called the eigenvalue. The value of the eigen values shows the contribution of the
main components to the variance of all the original variables analyzed. In addition, Table | shows that
the PKV wvalue = 70% is 75.86%. This means that the number of main components formed is 3
compondfl8. The amount of this variance also determines the principal component numberfo be
selected based on the total proportion of the variance or eigen values. The eigen values graph can be
seen in Figure 1.
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Figure 1. Eigen value.

Then, based on the previously obtained eigen vectors, it will show which variables are included in
the 3 main components produced. The eigen vectors obtained from the 3 largest eigenvalues are the
loading/coefticient values of the three main components formed. The loading value / coefficient of the
3 main components, namely:

Table 2. Loading/Principal Component Coefficient.

Component
Variable
1 2 3
1 -04380 0.5087 0.3117
2 -0.1385 -0.1556 0.8373
3 0.7084 0.6652 0.1942
4 -0.5217 0.5187 -0.2555
5 -0.0663 -0,0801 0.3142

Table 2, shows the three main components that are formed, the largest loading / coefficient value
(in bold) will be chosen where this value is able to explamhe variables that affect hypertension. The
three new variables (main components) that were formed can be seen in Table 3.

Table 3. Summary of PCA.
_ Loading/ The variants
Component Variable coefficient describe
X3 0.7048
PC 3045 %
1 X, 05317 ’
PC, X1 05078 2511%
X, 08373
PC 20.30 %
’ Xs 03142 !

Based on Table III, PC; consists of variables X3 dan X, with a variance of 30.45 %, PC, consists
of variable X; with a variance of 25.11 % dan PCj consists of variables X, dan X; with a variance of
20.30%.




Then the output from the PCA will be used as input to the FSC. The results of the comparison of
the Partitidff oefficient value and the number of iterations between the PCAFSC and FSC methods
are shown in Table 4.

Table 4. Comparison of the results PCAFSC and FSC.

. PCAFSC FSC
Number of
clusters r Partition Number of r Partition Number of
coefficient iterations coefficient iterations
2 0.5 0.5874 3 0.72 0.5369 3
3 055 0.5301 4 0.79 04801 9
4 0.69 0.5974 5 0.97 05472 11

Based on Table 1V, it is obtained that the largest Partition Coefficient value is found in the number
of clusters 4, for each method of 0.5974 and 0.5472. The cluster center using PCAFSC is

0.2250 0.3864 0.2464
c. . —|03623 02964 0.6703
057 10,5189 0.5110 0.1633
0.2492 0.8169 0.2562

Meanwhile, the cluster center for the FSC method is as follows

04340 0 04609 0.2862 0.4018
c.. —|04634 1 04609 02862 0.6501
0727 104196 1 0.4609 0.2862 0.1468

03919 0 0.5144 0.1597 1

5. Conclusion

Based on the PCA calculation results obtained 3 new variables (main components) of the 5 variables
studied. The main components that are formed are PC4, PC,, and PC5. The first main component (PC4)
consists of variables X; and X, with a total variance of 30.45%. The second main component
(PC,) consists of the variable X; with a total variance of 25.11%. The third main component
(PC5) consists of variables X, and X5 with a total variance of 20.30%. The three main components
formed resulted in a cumulative variance proportion of 75.86%, which means that the factors that
influence hypertension can be explained only by the 3 new variables that are formed. For FSC
calculations, the optimal number of clusters using the PCAFSC and FSC methods is 4 clusters, where
the PC wvalue for each method is 0.5974 with 4 iterations and 0.5473 with 11 iterations. So, it can be
concluded that the clustering using the PCAFSC method is better than the FSC method.
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