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 Clustering is a technique in data mining that groups a set of data into groups 

(clusters) of similar data. In general, there are two methods of clustering, 

namely the hierarchical method and the partition method. One of the most 

commonly used partition clustering methods in clustering is K-Means. The 

use of K-means method has been widely used in various fields with various 

purposes. Many research has been carried out to improve the performance of 

the K-Means method, for example, by modifying the method of determining 

the initial centroid or determining the appropriate number of clusters. In this 

research, the modification of the K-Means algorithm was carried out in 

calculating the distance by considering the correlation value between 

attributes. Attributes that have a high correlation value are assumed to have 

similar characteristics so that they determine the location of data in a 

particular cluster. The steps of the proposed method are: calculating the 

correlation value between attributes, determining the cluster centroid, 

calculating the distance by considering the value of correlation, and 

determining the data into certain clusters. The first contribution of this 

research is to propose a new distance calculation technique in the K-Means 

algorithm by considering correlation and the second contribution is to apply 

the proposed algorithm to a specific dataset, namely Iris dataset. In this 

research, the performance calculation of the modified algorithm was also 

carried out. From the experimental results using the Iris dataset, the proposed 

modification of the K-Means algorithm has fewer iterations than the original 

K-Means method, so that it requires less processing time. The original K-

Means method requires 8 iterations, while the proposed method requires only 

6 iterations. The proposed method also produces a higher accuracy rate of 

89.33% than the original K-Means method, which is 82.67%. 
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1. INTRODUCTION  

The method of grouping data in data mining is known as clustering. Clustering is an attempt to group data 

into several clusters or classes based on the level of similarity, the more similar the value of a data point, the 

more likely it will be in the same class [1]. This clustering method uses two main approaches, namely, based 

on hierarchy and partition. The clustering method with a hierarchical approach is done by creating a hierarchy, 

usually in the form of a dendrogram, by placing data that have the same level of similarity in one hierarchy. 

As a result, data with a low level of similarity will occupy a hierarchy that is far apart [2][3]. Clustering with 

a partition-based clustering approach is carried out by grouping the data and sorting the analyzed data into 

existing clusters [4][5]. 

One of the commonly used clustering methods in the field of data mining is the K-Means clustering 

method [6]. K-Means is a method of analyzing data in data mining by carrying out a modeling process without 

supervision (unsupervised) and is one method of grouping data with a partition system. This method is done 

by grouping objects into k clusters or classes. To perform this clustering, the value of k must be determined 
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first. The purpose of clustering data into k classes is to minimize variation within a class and maximize variation 

between classes. 

The K-Means method has been widely used for clustering in various fields, for example, smart investment 

[7], sensors [8], Defect Detection [9], big data applications [10], Covid-19 risk [11], earthquake magnitude 

prediction [12], and multi-objective programming problems [13]. In addition to research using the K-Means 

method in various fields, research is also carried out to improve the performance of the K-Means method. 

Efforts to improve the performance of the K-Means algorithm have also been made to improve its performance. 

One way to improve performance is to combine the K-Means method with other methods, for example, semi-

supervised learning [14], feature selection [15], hybrids with other methods [16], using Fuzzy metrics [17], 

with weighted K-NN [18], combining with Multi-Column Matrices Selection [19], One-Class SVM [20][21], 

particle swarm optimization algorithm [22]. There are also researchers who improve the performance in terms 

of the speed of the K-Means method by parallelizing iterations [23]. The research was also carried out with 

improvements to the k-means algorithm, for example, selecting the number of clusters based on the density 

characterization of objects [24], determining the initial centroid using the maximin method [25], determining 

the number of clusters using the Maximum Stable Set Problem and Continuous Hopfield Network [26]. 

Research with the K-Means algorithm is also carried out for special data, for example, those with outliers [27], 

associated with ensemble learning [3], [28]. 

Several distance calculation methods that have been carried out by researchers are Euclidian, Manhattan, 

Chebyshev, Minkowski, etc. [29][30][31]. One modification of the distance calculation in K-Means that 

considers correlation is by calculating the Mahalanobis distance [32], but what is used is the covariance value, 

not the pure correlation value. Distance calculations by considering correlations using correlation coefficients 

have also been carried out but are only suitable for clustering data that have a large number of attributes, for 

example, for gene expression data [33]. In this research, we propose a modification of the K-Means algorithm 

by modifying the distance calculation. So the distance calculation is done by taking into account the correlation 

value between attributes, although, in fact, the correlation coefficient is actually only used to form a value 

based on its attributes and correlations, then used in calculating distances. Correlation shows the strength of 

the relationship between attributes [34][35]. So it is assumed that the attributes that have a high correlation 

value are assumed to have the same characteristics so that this correlation value plays a role in determining 

which cluster the data belongs to. So the main difference between the original K-Means algorithm with the 

proposed modification of the K-Means algorithm is in calculating the distance, whereas the original K-Means 

uses Euclidian distance, while the proposed modification considers the correlation between attributes. The 

main contribution of this research is to propose a new distance calculation technique in the K-Means algorithm 

by considering correlation. An additional contribution of this research is to apply the proposed algorithm to a 

specific dataset. 

 

2. METHOD  

The research method was carried out following the steps shown in Fig. 1, which consists of several steps 

that are Preparing the Dataset, Correlation Calculation, K-Means Algorithm Modification, Clustering Process, 

and Calculating Performance. Each step is explained in each subsequent section. 

 

Preparing the Dataset

Calculation of correlation 
between attributes

Modify the K-Means 
algorithm

Clustering Process

Calculating performance

 
Fig. 1. Research steps 
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2.1. Preparing the Dataset 

The dataset used was taken from the UCI Machine Learning Repository, which has a classification 

objective function so that it has a categorical label/output. The dataset used is the Iris dataset which consists of 

150 data, has 4 input attributes, and one attribute as a label/output, which consists of three classes, as presented 

in Table 1. This class will be compared with the clustering as a result of clustering. These four input attributes 

are: sepal_length, sepal_width, petal_length, and petal_width. The three classes of output attributes are Iris-

Setosa, Iris-Versicolour, and Iris-Virginica. The 1st to 50th data have the Iris-Setosa class, the 51st to 100th data 

have the Iris-Versicolour class, and the 101st to 150th data have the Iris-Virginica class. In Table 1, examples 

of 12 data from 150 data are given, and each class is represented by 4 data. 

 

Table 1. The value of attributes 

ith data Sepal length(1) Sepal width(2) Petal length(3) Petal width(4) Class 

1 5.1 3.5 1.4 0.2 Iris-setosa 

5 5.0 3.6 1.4 0.2 Iris-setosa 

20 5.1 3.8 1.5 0.3 Iris-setosa 

50 5.0 3.3 1.4 0.2 Iris-setosa 

51 7.0 3.2 4.7 1.4 Iris-versicolor 

65 5.6 2.9 3.6 1.3 Iris-versicolor 

80 5.7 2.6 3.5 1.0 Iris-versicolor 

100 5.7 2.8 4.1 1.3 Iris-versicolor 

101 6.3 3.3 6 2.5 Iris-virginica 

125 6.7 3.3 5.7 2.1 Iris-virginica 

140 6.9 3.1 5.4 2.1 Iris-virginica 

150 5.9 3.0 5.1 1.8 Iris-virginica 

 

2.2. Correlation Calculation 

Correlation is a statistical term that expresses the degree of the linear relationship between two or more 

variables/attributes [36][37]. For attributes that have a correlation coefficient interval scale, used is Pearson's 

Product Moment. The correlation coefficient between two attributes can be calculated using equation (1). 

 
𝑟𝑥𝑦 =

𝑛 ∑ 𝑋𝑌 − ∑ 𝑋 ∑ 𝑌

√𝑛 ∑ 𝑋2 − (∑ 𝑋)
2

 √𝑛 ∑ 𝑌2 − (∑ 𝑌)
2

 
(1) 

Where 𝑟𝑥𝑦  is correlation coefficient and 𝑛 is the number of data. 

In this research, the correlation value used is the absolute value because it only considers the strength of 

the relationship between two attributes without considering the direction. The larger the number, the stronger 

the relationship [38][39]. 

 

2.3. K-Means Algorithm Modification 

The clustering process is basically grouping data that have the same characteristics in one cluster and 

those that have different characteristics in another cluster. In this research, data that have a high correlation are 

assumed to have similarities. In the original K-Means algorithm, the similarity is obtained by calculating the 

Euclidian distance [29]. In the proposed algorithm, the distance calculation is obtained by considering the 

correlation between attributes. To calculate the distance to the 𝑖𝑡ℎ data (𝑥𝑖) at the center of the 𝑘𝑡ℎ-cluster (𝐶𝑘) 

named (𝑑𝑖𝑗), the Euclidian formula can be used, namely equation (2). 

 𝑑𝑖𝑗 = √∑(𝑥𝑖𝑗 − 𝑐𝑘𝑗)2

𝑚

𝑗=1

 (2) 

In the proposed algorithm modification, the distance calculation is by subtracting the 𝐾 value from the 

𝑘𝑡ℎ cluster center (𝐶𝑘). The value of 𝐾 is calculated by equation (3), while the distance to the center is calculated 

by equation (4). 
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 𝐾𝑖 = ∑ 𝑟𝑖𝑗𝑥𝑖𝑥𝑗 (3) 

So the distance from a data point to the kth cluster center is: 

 𝑑𝑖 =  |𝐾 − 𝐶𝑘| (4) 

 

2.4. Clustering Process 

In the Iris dataset, the number of classes in the output attribute is three. Therefore, in the clustering 

process, the number of clusters is determined to be three. The differences between the K-Means algorithm and 

the modified K-Means algorithm are as follows, as presented in Table 2. The K-Means algorithm and the 

modified K-Means algorithm can be described with a flowchart, as shown in Fig. 2.  

 

Table 2. Difference between Original K-Means Algorithm and modified K-Means 

K-Means Modified K-Means 

1. Determine the number of clusters (k=3) 

2. Determine the cluster center randomly 

3. Calculate the Euclidian distance between 

the data and the center of each cluster 

4. Allocate data to clusters that have the 

closest distance 

5. Calculate the new cluster center based on 

the data in the same cluster 

6. Repeat steps 3 to 5 so that no data moves 

the cluster 

1. Determine the number of clusters (k=3) 

2. Calculate the correlation between attributes 

3. Determine the location of the cluster center randomly 

4. Calculate the distance of each data with the center of 

each cluster using the equation (3) and equation (4) 

5. Allocate data to clusters with the closest distance 

6. Calculate the new cluster center based on the data in 

the same cluster 

7. Repeat steps 4 to 6 so that no data moves the cluster 

 

 

START

Determine the cluster number

Determine the cluster center

Calculate Euclidian Distance

Allocate data to cluster

No data move cluster?

END

START

Determine the cluster number

Determine the cluster center

Calculate di

Allocate data to cluster

No data move cluster?

END

Calculate correlation between 
attribute

Calculate Ki

(a) (b)  
Fig. 2. Flowchart: (a) Original K-Means (b) Proposed K-Means 

 

So the main difference between the original K-Means algorithm and the modified K-Means algorithm is 

in the calculation of the distance. In the K-Means algorithm, in determining the center of the cluster, the 

attribute value of the selected data is used, while in the modified K-Means algorithm, the K value is used as in 

the equation (3). 
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2.5. Calculating Performance 

The performance of the algorithm is determined by the amount of data that is grouped into the correct 

cluster based on the labels in the dataset. This performance is measured as accuracy by the equation (5). 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑡ℎ𝑒 𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑑𝑎𝑡𝑎 𝑔𝑟𝑜𝑢𝑝𝑒𝑑 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 

𝑡ℎ𝑒 𝑐𝑜𝑢𝑛𝑡 𝑎𝑙𝑙 𝑜𝑓 𝑑𝑎𝑡𝑎
 (5) 

 

3. RESULTS AND DISCUSSION  

The results and analysis section presents the results of applying the modified K-Means algorithm to the 

Iris dataset. As a comparison in several steps, the results of the two algorithms are presented, both the original 

K-Means algorithm and the modified K-Means algorithm. 

 

3.1. Correlation Calculation 

The four input attributes of the Iris dataset are (1) sepal length, (2) sepal width, (3) petal length, and (4) 

petal width. The results of calculating the correlation coefficient based on equation (1) between the two 

attributes are as in Table 3. 

 

Table 3. Correlation between two attributes 

𝒓 Value Absolute value 

𝑟12 -0.109 0.109 

𝑟13 0.872 0.872 

𝑟14 0.818 0.818 

𝑟23 -0.421 0.421 

𝑟24 -0.357 0.357 

𝑟34 0.963 0.963 

 

From the calculation of the correlation coefficient, there are three correlations that are negative, but the 

absolute value is used because what is considered is only the strength of the relationship [38][39].  

 

3.2. Clustering Process with Modified K-Means Algorithm 

After obtaining the correlation value between attributes, as shown in Table 3, the next is determining the 

initial cluster center. For example, the 5th data, 65th data, and 125th data are taken from the cluster center. The 

selection of these three data with consideration to represent each class is presented in Table 1. For the 

calculation simulation, apart from the three data centers, three other data were also taken, for example, the 20th 

data, 80th data, and 140th data. The selection of these three data is also with consideration to represent each 

class, on the condition that other than the data that has been selected as the center. The three centers and three 

other data, along with the value of each attribute, are presented in Table 1. For example, the calculation of the 

𝐾𝑖 value for each of the six selected data is as in Table 4. 

 

Table 4. The calculation of 𝐾𝑖 

ith 𝑲𝒊 Centroid-k 

5 

r12*5*3.6+r13*5*1.4+r14*5*0.2+r23*3.6*1.4+r24*3.6*0.2+r34*1.4*0.2 

=0.109*5*3.6+0.872*5*1.4+0.818*5*0.2+0.421*3.6*1.4+0.357*3.6*0.2+0.96

3*1.4*0.2= 6.782 

Centroid-1 

65 

r12*5.6*2.9+r13*5.6*3.6+r14*5.6*1.3+r23*2.9*3.6+r24*2.9*1.3+r34*3.6*1.3=0.1

09*5.6*2.9+0.872*5.6*3.6+0.818*5.6*1.3+0.421*2.9*3.6+0.357*2.9*1.3+0.9

63*3.6*1.3= 24.077 

Centroid-2 

125 

r12*6.7*3.3+r13*6.7*5.7+r14*6.7*2.1+r23*3.3*5.7+r24*3.3*2.1+r34*5.7*2.1=0.1

09*6.7*3.3+0.872*6.7*5.7+0.818*6.7*2.1+0.421*33.3*5.7+0.357*3.3*2.1+0.

963*5.7*2.1= 48.363 

Centroid-3 

20 7.770  

80 22.292  

140 48.230  

 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


141 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) ISSN 2338-3070 

  Vol. 8, No. 1, March 2022, pp. 136-143 

 

 

Proposed Modification of K-Means Clustering Algorithm with Distance Calculation Based on Correlation (Muhammad 

Ibnu Choldun Rachmatullah) 

In Table 4, for the 20th data, 80th data, and 140th data, only the final value is shown for the calculation of 

the 𝐾𝑖 value. Table 5 shows the distance of the three data to each cluster center so that it can be concluded 

which cluster belongs to. Then the distance of the three data to each cluster center is calculated, and the data is 

entered into which cluster is based on the closest distance. The calculation of this distance can be presented in 

Table 5. 

Table 5. Distance to centroid 

ith 𝒅𝒊 (centroid-1) 𝒅𝒊 (centroid-2) 𝒅𝒊 (centroid-3) kth Cluster 

20 |7.770-6.782|= 0.988 |7.770-24.077|= 16.307 |7.770-48.363|= 40.593 1 

80 |22.292-6.782|= 15.51 |22.292-24.077|= 1.785 |22.292-48.363|= 26.071 2 

140 |48.230-6.782|= 41.448 |48.230-24.077|= 24.153 |48.230-48.363|= 0.133 3 

 

Calculations, as presented in Table 4 and Table 5, are carried out on all existing data so that each data is 

entered in the appropriate cluster based on the closest distance from the cluster center. Then the new center is 

determined from each cluster by averaging the results from the data included in a particular cluster. After that, 

the distance for each data with the new cluster center is calculated again. The calculation of the distance and 

the determination of the new cluster center is carried out repeatedly until no data moves clusters. 

 

3.3. Calculating Performance 

By using the modified K-Means algorithm, after repeating the distance calculation and determining the 

new cluster center, it turns out that after the 6th iteration, there is no more data moving clusters. If using the 

original K-Means algorithm, after the 8th iteration, there are no more data moving clusters. So based on the 

number of iterations performed, the modified K-Means algorithm requires fewer iterations. Or in other words, 

the total processing time becomes faster. By using this modified K-Means algorithm, the Ki calculation is only 

done once, not in every iteration, while in the original K-Means algorithm, the calculation of the Euclidian 

distance is carried out in each iteration which automatically also increases processing time. 

At the end of the iteration using the modified K-Means algorithm, the results of the clustering turned out 

to be 134 data entered in the cluster according to the label on the dataset, while using the original K-means 

algorithm at the end of the iteration, there were 124 data entered into the appropriate cluster with dataset labels. 

Comparison of accuracy when iteration stops of the two algorithms are presented in Table 6. Accuracy is 

calculated using the equation (5). 

 

Table 6. Performance comparison 

Algorithm Iteration number Dataset number Appropriate Class/Label Accuracy 

K-Means 8 150 124 82.67% 

Modified K-Means 6 150 134 89.33% 

 

The accuracy of the original K-Means algorithm is 82.67%, while the modified K-Means algorithm is 

89.33%. A previous study conducted by Sakthi and Thanamani [40], using the original K-Means with the 

number of clusters being three, gave a slightly different accuracy of 81.25% compared to the experimental 

results conducted by the researcher. This difference could be due to differences in the selection of the initial 

centroid. While the application of K-Means with distance calculations that consider correlation, namely the 

Mahalanobis distance and the number of clusters is 3, which was carried out by previous researchers, giving 

an accuracy of 85.1% [32]. So by modifying the original K-Means, namely by considering the correlation 

between attributes, this research can increase the accuracy by 6.66%.  

 

4. CONCLUSION 

This research proposes to modify the K-Means algorithm to improve performance by modifying the 

distance calculation. Whereas the original K-Means method used Euclidian distance calculation, in the 

proposed algorithm, the distance calculation is carried out by considering the correlation between attributes. 

The experimental results show that the number of iterations required until no data moves clusters, the original 

algorithm requires more iterations than the proposed algorithm. So the proposed algorithm requires less 

processing time. The proposed algorithm has also succeeded in increasing the accuracy of clustering. For future 

research, before conducting clustering, it can be preceded by checking outliers because the presence of outliers 

also affects the quality of clustering. 
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