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Abstract. Optimization is one of the factors in machine learning to help model
training during backpropagation. This is conducted by adjusting the weights to
gimize the loss function and to overcome dimensional problems. Also. the
eradient descent me 1 simple approach inthe backpropagation model to solve
minimum problems. The mini-batch gradientdescent (MBGD) is one of the methods
proven 1o be powerful for large-scale learning. The addition of several approaches
to the MBGD such as AB, BN, and UR can accelerate the convergence process,
hence. the algorithm becomes faster and more effective. This added method will
perform an optimization process on the results of the data rule that has been
processed as its objective function. The processing results showed the MBGD-AB-
BN-UR method has a more stable computational time in the three data sets than the
other methods. For the model evaluation, this research used RMSE, MAE. and
MAPE.
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1. Introduction

development of machine learning in recent years has become a special concern in
Artificial Neural Networks (ANN). This ANN is an information processing system
designed to imitate the human brain. Rasit [1] found the use of artificial neural nﬂ)rks
in various ways of pattern recognition, optimization, simulation, and prediction. One of
the most widely used Neural Network techniques is backpropagation. It is one of the
algorithms often used in solving complex problems due to its high accuracy. However,
there are several weaknesses, including being trapped in the local minimum [2]. One of
the backpropagation methods to solve the minimum pr()mn is gradient descent [3]. In
recent years, a gradient descent method was developed to improve the performance of
deeper neural networks [4].

The speed of convergence depends on the initial parameters, such as the number of
hidden notes, inputs, outputs, learning rates, and weights in the network. Therefore,
optimization is one of the keys in machine learning to help model training during
backpropagation by adjusting the weights to minimize the loss function and to overcome
dimensional problems. Conventional optimization methods relate to the selection of
variables that optimize the objective function. However, when optimization problems in
the real world become more complex, then conventional algorithms are uncertain to solve
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the challenges [5]. In recent years, modem ()palizati()n methods have emerged to solve
complex problems [6]. These methods include genetic algorithm [7], simulated annealing
[8]. as well as particle swarm [9], ant colony, neural network-based, and fuzzy
optimizations. The idea of optimization in the fuzzy system needs to be modified because
the objective and constraint functions are characterized by membership functions in the
system [6].

Mini-batch gradient descent (MBGD) is one of the methods proven to be powerful
for large-scale learning [10]. The related research includes Khirirat et al [11], which used
MBGD to reduce variance in gradient estimation and utilized several matrix
optimizations to make the algorithm more optimal. Furthermore, Pengqi and Jianjun [12]
used MBGD to train an ANN equalizer automatically and efficiently. Jing Li et al [13]
also used MBGD to overcome the high computational costs of large-scale real
hyperspectral images.

Batch Normalization (BN) is an approach added to the MBGD method to normalize
batches in datasets with the aim to accelerate the processing performance in the
aggregation section. In the training process, each scalar function is normalized by making
the average zero and adding variance to the smallest dimension [14]. The expansion of
the Neural Network can be assumed as a layer of random samples from the distribution
of the dataset that has been modified during the training process or iteration [15].

The regularization technique is used to avoid overfitting and increase generalization.
This regularization provokes generalization of the algorithm by avoiding coefficients to
fit the training sample data [16]. According to Goodfellow [17], regularization is "any
modification made to a learning algorithm intended to reduce generalization errors and
not training errors". Accordingly, a regularization technique is needed to stabilize the
numerical calculations [18].

AdaBound [19] is one of the optimizers used to optimize the learning i on MBGD.
This increases the speed of convergence and its optimization, then it converges to a
global minimum at the cna)i' the training [20]. Liu et al [21] proved that with AdaBound
iterations, the objective function converges to a finite value and the corresponding
gradient converges to a minimum value.

2, Method

2.!.@&1531' Sugeno Kang (TSK)

TSK fuzzy inference system is a method that is represented in the form of if-then, where
the output is not a fuzzy set but a function or constant [22]. The steps to produce output
on this fuzzy system are as follows [23].

n The first step is the fuzzification process. The input variable is entered in the
membership function of the antecedent part of the fuzzy rule to obtain the membership
value of each linguistic label. The second step is the ground rules. The basic rules are
made based on information created by experts or obtained from numerical data. The rule
base is expressed in the form of if-then, where if is the antecedent and then is the
consequent. Mathematically, it can be written as follows:

IF (x, is Ay) dan (xzis A)) THEN z = k (0




After establishing the basic rules, the next step is to find an inference engine, which
is the process of getting the a—predicate value of each l'ulanu1,p2, .., 1) using the max
implication function. Furthermore, each @ — predicate value is used to calculate the
crisp inference output for each rule (24,75, ..., z;) [24]. The final step is defuzzification,
which is defined as the process of converting fuzzy values into firm numbers. The input
is a set obtained from the composition of fuzzy rules [25].
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Where a; is the aggregation value in the i — thrule, y; is the output in the { — th and
the number of rules used.

2.2, Mini-batch gradient descent

The rules obtained in the TSK fuzzy inference system are modified using MBGD, which
is a combined update of Batch and Stochastic Gradient Descents. It is proven to cope
with large-scale datasets by reducing computational complexity in each iteration while
reducing optimization time complexity by using small datasets to update each iteration.
These small data are called mini-batches [26][27]. The MBGD algorithm can be written
as follows:

Or11 =0 —1 X VyMSE(2,,0,) (3)
where z; is mini-batch taken randomly.
2.3. Optimization

AdaBound, BN, and UR were used to optimize the TSK-MBGD model. AdaBound is an
adaptive optimization method that uses dynamic limits on the learning rate [19].
Furthermore, it limits the learning rate from upper and lower, hence a rate that is too
large or too small cannot occur. The function used to determine the upper and lower

limits is as follows:
g 0.01
1 =0.01 -

TPk +1

0.01

In the initial training (k = 0), the limit is [0, +¢0). During the training (k — ), the
limit is close to [0.01,0.01].

The second optimization method is UR. The goal of UR is to have a similar and
minimized average firing level. Also, the UR loss function can be added to the original
in the MBGD training. The updates to the MBGD-UR parameters in each rule are as
follows [26]:

(4)
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Where [ is the cross entropy lost between class probability estimates, [; is a
regularization with I,, N is the number of training examples, @ is the learning rate, and
A is the regularization parameter.

In ANN, the input distribution in each training varies, which is caused by changes
in the previous parameters. This slows down and complicates learning of the model
during training. Therefore, BN is needed as a technique to increase speed, performance,
and stabilization. Shifts and scales in the BN technique represent identity transform
batches, hence. The addition of shift () and scale () to represent the identity transform
batch in the normalization process. the transformation process for each layer can be
defined as follows [28]:

BN(x;) = y% + B (6)
Where ¥z is average mini-batch, x; is i-th input data, m is the size of mini-batch, B is
data groups from {x;,...,m}, @ is mini-batch variation, £, is z-score normalization, 8
is shift training parameter, y is scale training parameter, and ¢ is the smallest positive
constant.

2.4. Model Evaluation
T evaluation determines the success level of the model. Furthermore, the used model
is Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute

Percentage Error (MAPE). RMSE represents the square root of the mean square error.
The error rate decreases as the RMSE value approaches zero [29].

N

where y; is the category value in the original data, ¥, is the defuzzification value, and N
1s the amount of data.

Definition [30] MAE measures the average absolute difference between N
prediction vector {xy, %5, ..., Xy} and N actual observation S = {y,, V5, ....¥n} .
associated with L, norm (]|. ||1). The corresponding loss function is defined as:

N
1
N (®)
i=1
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MARPE is calculated using the absolute error in each period and divided by the actual
observed value, the absolute error percentage is then averaged [31][32].
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Where a is real data, b is pl’cdicldallu. and n is the amount. The standard value
prediction criteria for MAPE is < 10% (excellent), 10% — 20% (good), 20% — 50%
(reasonable), and > 50% (bad) [33].

3. Result and discussion

This research used data on Jakarta Air Pollution (ISPU) from Apl’ilm]cl()bcr 2021.
Data were obtained from the Data Open Jakarta. The first dataset used is shown in Table
1

Table 1. ISPU Data.

No X Xz X Xs Xs Xa Y
1 26 42 22 11 13 19 42
2 41 54 27 11 17 19 54
3 25 42 20 8 18 22 42
1063 49 74 0 10 31 13 74

The data in Table 2 were preprocessed to fill in the missing values using the average.
An encoding process was carried out, where unused columns and rows with no value
were deleted. However, variables SO, and NO, only falls into the good category,
indicating they were not used.

Table 2. ISPU Fuzzification.

Xu Xz Xs Xy Y

0.3800 0.6047 05714 09661 0.3600
0.6800 0.4082 0.0000 02203 0.2000
0.0000 0.3953 0.5714 04407 0.7200

After obtaining the fuzzy values, the second step of the TSK system is the formation
of rules in the form of fuzzy implications that state the relationship between input and
output variables. The basic rules formed from ISPU data are as follows.

[R1] When X, is Moderate or X, is not Healthy, X5 X, is Not Healthy. When X, is Good
then ¥ is Moderate.

[R17] When X, is Good, X is not Healthy or X5 and X, are Good, then Y is Moderate
The third stage of the system is to perform fuzzy inference of several rules obtained
from the collection and correlation between rules. The max (maximum) method is used
in performing the TSK fuzzy system inference.
Table 3. 15PU Interference
Rule 1 2 e 16 17
ISPU 1.0000 09831 wan L0000 04915

@predicate from ISPU data on the first rule has a value of 1.0000, while the second
rule has 0.9831. Furthermore, each rule is optimized using seven algorithms including




MBGD-AB, MBGD-BN, MBGD-UR, MBGD-AB-BN, MBGD-AB-UR, MBGD-BN-
UR, and MBGD-AB-BN-UR. The regression function is obtained as follows.
a) Linear function of MBGD-AB algorithm

[R1]Z* = 0.2553 + 0.0020x, + 0.7417x, — 0.0080x; — 0.0007x,

[R17] 2" = —0.8267 + 0.4190x; + 1.0791x; + 0.4043x3 + 0.6778x,
b) Linear function of MBGD-BN algorithm
[R1]1Z* = 0.2536 — 0.0080x; + 0.7482x, — 0.0057x3 + 0.0027x,

[R17]Z7 = —0.8123 + 0.4776x, + 0.9616x; + 0.4043x3 + 0.3914x,
¢) Linear function of MBGD-UR algorithm
[R11Z* = —0 3050 + 0. 6790)(1 + 0. 8546x2 + 0. 445613 + 001823(4_

[R17]1Z" = —0 7871+ 0 5480x, + 0. 824212 + 0. 4?59)(3 + 0648214
d) Linear function of MBGD-AB-BN algorithm
[R1]1Z* = 0.2554 + 0.0026x; + 0.7415x5 — 0.0080x3 — 0.0008x4

[R17]Z" = —0.8303 + 0.4040x, + 1.1049x, + 0.4130x3 + 0.6727x,
e) Linear function of MBGD-AB-UR algorithm
[R1]Z7 = —0.3050 + 0.6790x, + 0.8546x, + 0.4456x; + 0.0182x,

[R17]Z" = =0.7871 + 0.5480x; + 0.8242x, + 0.4759x5 + 0.6482x,
f) Linear function of MBGD-BN-UR algorithm
[R11Z* = —0 3050 + 0. 6?90)(1 + 0. 8550){2 + 0. 446013 + 0018214

[R171Z2" = —0 7871+ 0 5480x, + 0. 8242x2 + 0. 475913 + 06482x4
Linear function of MBGD-BN-UR algorithm
[R11Z2" = —0 6070 + 0. 6?34)(1 + 0. 9339}:2 + 0. 6826)(3 + 03111x4

1=}
—

[R17]1Z" = —0 7871+ 0 5480x; + 0. 8242)(2 + 0. 4'?59)(3 + 06482)(4_

The fourth step of the system is defuzzification, which is the process of converting
fuzzy numbers into firm. The defuzzification value can be calculated as follows.
Table 4. Defuzzification result of [ISPU dataset.

MBGD AB MBGD BN MBGD UR MBGD AB-BN  MBGD AB-UR  MBGDBN-UR  MBGD AB-BN-UR

65.9712
92.0287

96.1493

66.7914 74 4366 64 7281 728482 74.7720 140331
94,3085 94.4062 927757 926824 94.7941 927612
976603 843119 U8 5433 U8 5433 100.6128 118 4188

After obtaining the defuzzification results, the model was evaluated using RMSE,
MAE, and MAPE. Also, the error calculation used the formula in equation (10)-(12).
The results of the error values obtained show in Figure 1.

Figure 1 shows the error comparison of ISPU dataset using RMSE, MAE, and
MAPE between 7 methods in percent. Besides the error value, the computational time
for each rule was also obtained in the MBGD-AB, MBGD-BN, MBGD-UR, MBGD-
AB-BN, MBGD-AB-UR, MBGD-BN-UR, and MBGD-AB-BN-UR methods.
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Figure 1. Error comparison of [SPU dataset.

Computational time for ISPU data using the MBGD-AB, MBGD-BN, MBGD-UR,
MBGD-AB-BN, MBGD-AB-UR, MBGD-BN-UR, and MBGD-AB-BN-UR methods
show in Figure 2. with the average computation time of 0.8304, 1.0300,0.4777,0.3897,
0.3016,0.2967, and 0.3225, respectively.

Figure 2 shows the time comparison between the MBGD-AB, MBGD-BN, MBGD-
UR, MBGD-AB-BN, MBGD-AB-UR, MBGD-BN-UR, and MBGD-AB-BN-UR
methods on the ISPU dataset. It can be seen that the MBGD-AB-BN-UR has a more
stable time than other methods.
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Figure 2. Comparison of time on [SPU dataset.

4. Conclusion
The TSK fuzzy system is a very useful machine leaming model for regression and
classification problems. Experiments were carried out on the ISPU, and the methods used
to process the data include the MBGD-AB, MBGD-BN, MBGD-UR, MBGD-AB-BN,
MBGD-AB-UR, MBGD-BN-UR, and MBGD-AB-BN-UR. From the processing results,
MBGD-AB-BN-UR has a more stable computation time.

As segmentation data with many dataset partitions into the same group, clustering
can be used as another alternative method of predictive analysis on a particular problem.




This is because clustering can find unknown groups in the data. The implemented method
only focused on changing the data. Therefore, this research can be developed by adding
other methods, namely AGD, Adagrad, Adadelta, RMSSprop, and Adam.
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