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 The advancing technologies are aimed to maximize human performance. One 

of the great developments in technology is social media. The social media 

used in this study is Twitter because commonly people in Indonesia give their 

opinions to the public through tweets. The opinions given are very diverse, 

where they write positive, negative, and neutral opinions in a large collection 

of data. Deep learning can be used to automate the process that understands, 

obtains, and processes the expression of data in the form of text to obtain 

information from sentiment categories contained in the data. The purpose of 

this study is to analyze the sentiments of the opinions given by the public in 

Bahasa Indonesia using deep learning methods and variations in scenarios. 

To conduct sentiment analysis, tweets are collected by crawling the data. 

Tweets are then labeled positive, negative, and neutral and then represented 

as 1, -1, and 0. The method used to classify tweet sentiment is the 

Convolutional Neural Network (CNN) and Gated Recurrent Unit method 

(GRU). Research stages include feature selection, feature expansion, 

preprocessing, and balancing with SMOTE. The highest accuracy value 

obtained on the CNN-GRU model with an accuracy value of 97.77% value. 

Based on these tests, it can be concluded that sentiment analysis research on 

Twitter social media using the combination of Convolutional Neural Network 

and Gated Recurrent Unit methods can produce fairly high accuracy, and 

feature expansion testing of the deep learning model paired with SMOTE can 

provide a significant increase in accuracy values. 
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1. INTRODUCTION  

The advancing technologies are aimed to maximize human performance. One of the great developments 

in technology is social media. Social media can be a reflection of a user's personality because information 

spread on social media has a major impact on its users. Social media that has a lot of users in Indonesia is 

Twitter. Twitter users can ‘tweet’ to share various information in the form of text, videos, and images. One can 

find a large number of diverse opinions from the public through twitter in Indonesia which can be positive, 

neutral, and negative. Those various opinions needs a system to classify the sentiment. 

Classification is the development of machine learning which is included in the category of supervised 

learning methods [1]–[3]. Classification is a process to predict the class of the given data. Class is defined as a 

category or label/target. Various methods can be used to classify sentiment data [4]–[7]. Convolutional Neural 

Network (CNN) and Gated Recurrent Unit (GRU) are two of them [8]–[14]. Convolutional Neural Network 

(CNN) is a deep learning algorithm that can receive input in the form of images, distinguish one image from 

another, and determine various aspects and objects in an image that can be 'learned' by a machine. Gated 

Recurrent Unit (GRU) is a gating mechanism of Recurrent neural networks. GRU is similar to long short-term 

memory (LSTM) but has fewer parameters than LSTM. GRU aims to enable each recurrent unit to capture 

dependencies on different but adaptive time scales. 
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This research was conducted to implement sentiment analysis to see other people opinions about certain 

topics. Sentiment analysis is a technique that can be used to identify sentiments expressed in a text and classify 

these sentiments into positive, negative or neutral sentiment categories. Sentiment analysis also means an 

automatic process that understands, obtains and processes the expression of data in the form of text to obtain 

information from sentiment categories contained in the data [15]–[19]. 

Many studies have been conducted for sentiment analysis, the methods used are also varied, traditional 

machine learning methods and deep learning [20]–[22]. However, sentiment analysis research using the CNN-

GRU method is still relatively small. Research by Candradinata, et al conducted a Sentiment Analysis on 

Twitter regarding Online Store Services using the Naïve Bayes Method. The purpose of this research is to find 

out the user's sentiment towards the company, so that the user knows whether the system used is good for the 

user or not. The data used is data from Twitter. Data is divided into 3 classes: positive, negative and neutral. 

The results of this study are the highest average performance, namely accuracy of 66.64%, precision of 67.13%, 

and recall of 68.44% [23]. 

Alkahfi and Chiuloto conducted a study entitled "Application of the Gated Recurrent Unit Model During 

the Covid-19 Pandemic in Predicting Gold Prices Using the Mean Square Error Measurement Model". The 

purpose of this research is to forecast gold prices to make it easier for the public to see the market value of gold 

for the next few months. This study uses the Gated Recurrent Unit (GRU) method for gold price forecasting 

and then uses an error level measurement, namely the Mean Square Error (MSE) which functions to check the 

error value in gold forecasting. The results obtained are the MSE error rate of 0.111 and RMSE of 0.334 and 

R-squared of 0.5 [24]. 

Research related to the Classification of Cat and Dog Sounds Using LSTM-GRU and ANN-BP has 

purpose to do machine learning by giving the sound of a dog or cat using the LSTM-GRU and ANN-BP 

methods and then the machine will determine whether it is a cat or dog sound. The data used in this study 

comes from the Kaggle Repository: https://www.kaggle.com/mmoreaux/audio-cats-and-dogs. The data 

contains the sounds of cats and dogs uploaded by Marc Moreaux. With data consisting of 277 files in (.wav) 

format, the accuracy obtained is 92% with a precision of 0.91 and a recall of 0.91 [25]. 

Based on the research above, this research is trying to develop a system for classifying sentiment analysis 

that is built by expanding the fastText feature on the Indonesian Tweet dataset on Twitter using the 

Convolutional Neural Network (CNN) and Gated Recurrent Unit (GRU) methods. Those methods are chosen 

because the CNN model has the advantage of automatically extracting important features from each data, 

besides that the CNN method is also more efficient than other neural network methods, especially for memory 

and complexity [8]. while GRU is for making each recurrent unit to be able to capture dependencies in different 

time scales adaptively. As an analogy, humans do not need to use all the information in the past to make 

decisions now [12]. As far as the researchers know, there has been no research in Indonesia that has conducted 

sentiment analysis using 2 CNN and GRU deep learning models and combining 2 methods into CNN-

GRU and GRU-CNN. Therefore, this research was conducted to determine the effectiveness of a sentiment 

analysis system that uses 2 deep learning methods and combines them, in processing data that contains opinion 

sentences compared to using conventional sentiment analysis procedures. The purpose of this study is to 

implement a tweet classification system using the Convolutional Neural Network (CNN) and Gated Recurrent 

Unit (GRU) methods with several scenarios such as split data selection, feature extraction, and feature 

selection. After that, feature expansion and the CNN-GRU method are tested following with GRU-CNN using 

fastText corpus and data balancing using SMOTE to prevent data overfit. This stages are conducted to get 

results with high accuracy and efficiency to make predictions. This research uses two types of data, namely 

manual labeling data and granularity labeling as a comparison of system performance in carrying out tasks. 

Further discussion in this paper will contain the following. Section 2 contains a description of the research 

method regarding Social Media Sentiment Analysis using Convolutional Neural Network (CNN) dan Gated 

Recurrent Unit (GRU). Section 3 contains results and discussion and followed by the conclusions drawn in 

Section 4. 

 

2. METHODS  

2.1. Research Design 

The following picture is an overview or Flowchart of designing Sentiment Analysis based on Tweets 

using the Convolutional Neural Network and Gated Recurrent Unit methods. Flowchart is given in Fig. 1. 
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Fig. 1. Research Stages of Sentiment Analysis 

 

2.2. Crawling Data 

The dataset used for this research was obtained through the results of crawling data from Twitter. 

Crawling is retrieving data from data sources that will be used as a dataset. In this research, the data source 

comes from Twitter in Bahasa Indonesia. Data is taken using the API provided by Twitter. The initial stage to 

get access to Twitter data is to register an account as a developer and describe why you want to access the API 

key from Twitter. 

Crawling works by connecting the Twitter API into a python script, then getting an output dataset in the 

form of .CSV or .XLS which contains user IDs and tweets. Tweet topics used in this dataset are "Politik", 

"Pertamina", "BPJS", "Pertalite", and "Bansos" as shown in Table 1. 

 

Table 1. Tweet’s Topics 
Topic Total 

Politik 8,313 

Pertamina 8,492 

BPJS 10,135 

Pertalite 583 

Bansos 10,000 

 

2.3. Data Labelling 

2.3.1. Manual Labelling 

After the data from Twitter has been obtained, then the data is labeled manually into three different 

labels, namely positive, negative and neutral. Labeling involves three annotators with the principle of majority 

voting. Table 2 bellow is example of manual data labeling and distribution labels and Table 3 contains the 

distribution of the labels. 

 

Table 2. Example of Data Labelling 

Tweet 
Label 1 Label 2 Label 3 Majority 

Label 

hehehehe ahok sdh tenang di pertamina move on dnk   apakah blm 

ada bahan buat membully pj gub       ayo bisa yuk kamu bisaaah 

Negative Positive Negative Negative 

satgas tni manunggal membangun desa tmmd sengkuyung tahap iii 

tahun 2022 kodim 0707/wonosobo secara bergotong royong bersama 

warga masyarakat desa maron membuat senderan sebagai tanggul 

menahan tanah agar tidak mudah longsor 

Positive Positive Positive Positive 
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Table 3. Distribution of Data Labels 

 

 

2.3.2. Labelling by System 

In this labeling by system, the researcher created a corpus containing 900 lists of words and sentences 

of words of sentiment, after that a survey was conducted to give positive, negative, and neutral values for each 

word and sentence in the survey. In Fig. 2 you can see the design of the labeling system.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Granularity Labelling 

 

Table 4 shows the results of several examples of words and sentences used in the survey. In Table 5 you 

can see the results of the distribution of the word sentiment survey. 

 

Table 4. Example of Survey Sentiment 
No Word Negative (%) Neutral (%) Positive (%) Granularity 

1 Akrab 0% 3% 97% 5 

2 Adiktif 63% 30% 7% -4 

3 Usang 53% 33% 13% -3 

4 Bakti sosial 3% 17% 80% 5 

5 Azab mati 87% 13% 0% -5 

6 Gotong royong 0% 10% 90% 5 

7 Kasihan rakyat 37% 37% 27% -2 

8 Apbd bantu sosial 7% 43% 50% 3 

9 Subsidi bahan bakar 3% 53% 43% 0 

10 Terima kasih presiden 3% 17% 80% 4 

 

Table 5. Distribution of Granularity Labelling 

 

 

 

 

 

 

2.4. Pre-processing 

The next process is data preprocessing. The data on Tweets contains noise, moreover, the data on tweets 

is irregular and quite complicated. Thus, preprocessing is needed to remove all meaningless and necessary 

characters so that only the important words are left. The results of preprocessing are better in terms of the 

occurrence of words that are significant and less meaningful. Preprocessing is an important step to do because 

Label Sum Percentage 

Positive 10417 33.80% 

Negative 10804 35.06% 

Neutral 9590 31.12% 

Total 30811 100% 

Label Sum Percentage 

Positif 5864 19.03% 

Negatif 4244 13.77% 

Netral 20703 67.19% 

Total 30811 100% 
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if there is a lot of redundant information and words that are less relevant, then the system classification phase 

will be more difficult [26]. The processes include: 

1. Data cleaning is a process that includes the removal of numbers, characters other than alphabetic and 

numeric, and non-ascii characters. 

2. Case folding is a process that changes the words in a Tweet to lowercase. This process is useful if 

there are words written with different capitalization. 

3. Tokenizing is the process of separating or cutting tweets into the words that make them up. This 

process includes removing punctuation marks, characters other than the alphabet. This is done to 

prevent noise in the next. 

4. Stopwords removal is the process of removing non-topic words that are not important, in this case 

words that are included in the stoplist, one of which is connecting words such as "which", "and", 

"then", etc. 

5. Stemming is the process of removing a word and turning it into a base word. It works by removing a 

prefix or suffix from a word 

 

2.5. Feature Extraction 

Feature extraction is the process of extracting or converting a document into a text format into features 

that can be easily processed by machine learning classification techniques. Feature extraction is one of the most 

important techniques in data mining and calculating feature values in documents [26]. In this research, TF-IDF 

is used for weighting and feature extraction. The term frequency (TF) is normalized by the inverse document 

frequency (IDF). This method is often used primarily for information retrieval. The TF-IDF calculation is 

defined as follows [6]. 

 𝑡𝑓𝑖𝑑𝑓(𝑘, 𝑇)  =  𝑡𝑓(𝑘, 𝑇) ✕ 𝑖𝑑𝑓(𝑘)  (1) 

 
𝑖𝑑𝑓(𝑘) = log

1 + 𝑛

1 + 𝑑𝑓(𝑘)
+ 1  

(2) 

Where 𝑡𝑓(𝑘, 𝑇) is the number of words to search for in a document, 𝑛 is the total document tweet, and 𝑑𝑓(𝑘) 

is the number of documents containing the word 𝑘. 
 
2.6. Feature Expansion 

The next stage is feature expansion which is used to overcome the non-appearance of words by replacing 

similar words with groups of features that have a high degree of similarity. Feature expansion is conducted 

using fastText [26]–[31]. In its process, FastText makes use of sub-words that use a skip-gram model vector 

with n-gram characters developed by AI research team of Facebook [30][32]. First, fastText is trained using 

the Wikipedia dataset to produce a fastText similarity corpus that can get the similarity of a word. As an 

example, it can be seen in Table 6 the list of words that have similarities to the word "pertalite" which has been 

sorted according to its similarity value.  

 

Table 6. Similarity Words from “pertalite” 
Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Rank 6 Rank 7 Rank 8 Rank 9 Rank 10 

Pertalite dexlite pertamax Dexlite DEXlite Pertamax premium beroktan oktannya BBM-nya 

 

2.7. SMOTE 

In this study, the distribution of data on Granularity Labeling is unbalanced, to prevent overfitting of the 

model, it is necessary to apply a balancing Synthetic Minority Oversampling Technique (SMOTE). The way 

SMOTE works is by adding artificial data to the minority class by interpolating the original data, so that the 

resulting artificial data varies. Several studies related to sentiment analysis have used smote for imbalanced 

class cases [33]–[39]. 

 

2.8. Classification Algorithm 

There are two classification models used for this research: Convolutional Neural Network (CNN) and 

Gated Recurrent Unit (GRU). As illustrated in Fig. 1, the algorithm is used to create a topic classification of 

model tweets. The following is an explanation of each algorithm. 
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2.8.1. Convolutional Neural Network (CNN) 

Convolutional Neural Network (CNN) is a deep learning algorithm which is a multilayer neural network 

using perceptons for supervised learning and to analyze data. It can receive input in the form of images, 

distinguish one image from another, and determine various aspects and objects in the image that can be 'learned' 

by the machine [40]. Convolutional Neural Network architecture consists of 3 layers, there are input, hidden 

and output. Input serves to input a number of data with neurons in the feature. Hidden layer is a layer that is 

hidden according to the model and data size. And output is a function to change the output of each class.  

 

2.8.2. Gated Recurrent Unit (GRU) 

Gated Recurrent Unit is a variant of Long Short-Term Memory that is quite popular [41][42]. The 

advantage of this method is that GRU has simpler computations than LSTM, but has equal accuracy and still 

Update gate functions to assist the model in determining what information needs to be forwarded to the future 

from past information (previous time step). Meanwhile, the reset gate function is for the model to decide how 

much information from the past should be forgotten, which is quite effective in avoiding the gradient from 

disappearing. Gru has two gates, namely the reset gate and the update gate. 

 

2.9. System Performance 

The results of the classification need to be evaluated to determine the performance of the tested model. 

One of the performance evaluations which can be calculated using the confusion matrix is accuracy. The results 

of the performance evaluation can be obtained using the following formula: 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (3) 

In the system performance section, the accuracy value is measured, and the accuracy value in this study 

is obtained using the Confusion Matrix. There are four terms in the Confusion matrix, namely True Positive 

(TP), True Negative (TN), False Positive (FP), and False Negative (FN). Table 7 is an overview table of the 

Confusion Matrix. 

 

Table 7. Confusion Matrix 

Class 
Prediction 

Positive Negative 

Positive TP (True Positive) FN (False Negative) 

Positive FP (False Negative TN (True Negative) 

 

To facilitate the comparison of performance in this study with related research that has been discussed 

previously, the performance measurement used in this study is accuracy. 

 

3. RESULTS AND DISCUSSION  

In this research, there are several stages of testing scenarios to find the best performance results. This 

experiment was carried out to find out whether there is an increase in terms of accuracy when several scenarios 

are carried out in the hope that the accuracy value can increase at each stage of the test. Testing was carried 

out using two types of datasets, namely Manual labeling (Manual) and Granularity labeling (System). 

 

3.1. Result 

3.1.1. Baseline and Feature Selection 

The first test was conducted to determine the baseline by looking for the best Baseline Unigram, Bigram, 

Trigram, or Allgram proportion scenarios and determining the selection of the number of TF-IDF features. 

Baseline   The scenario used for split data is with the proportion of 80:20. Following are the results of testing 

the Baseline scenario displayed in Table 8 and Table 9. With the results obtained in Table 8, the proportion of 

split data to be used for the next testing stage is 80:20. 

With these results, the Baseline scenario used for feature selection on TF-IDF is to use Allgram and 

dataset labeling by system. Next, we tested the use of Max Feature on TF-IDF. From previous tests, the best 

Baseline scenario from Allgram was obtained using the labeling by system dataset. Then with this scenario, 

the Max feature selection test was carried out on the TF-IDF and displayed in Table 10. 
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Table 8. Results of Data Split 

Unigram 
 Accuracy (%) 

 CNN GRU 

70:30 

Manual 69.84 69.36 

System 88.21 87.13 

80:20 

Manual 70.55 70.17 

System 89.32 88.64 

90:10 

Manual 71.31 70.76 

System 89.29 88.61 

 

Table 9. Results of Baseline Scenario  

Condition 
Accuracy (%) 

CNN GRU 

Unigram 
Manual 70.01 69.99 

System 89.32 88.64 

Bigram 
Manual 63.02 63.11 

System 79.79 80.14 

Trigram 
Manual 54.86 54.79 

System 74.13 74.28 

Allgram 
Manual 69.36 70.06 

System 91.14 (+2.03) 90.73 (+2.35) 

 

Table 10. Results for Featrures Selection 

TF-IDF 
Accuracy (%) 

CNN GRU 

2,000 max features 89.30 (-2.01) 89.61 (-1.23) 

4,000 max features 90.70 (-0.48) 90.16 (-0.62) 

6,000 max features 91.06 (-0.08) 90.54 (-0.20) 

8,000 max features 91.12 (-0.02) 90.84 (+0.12) 

10,000 max features 91.93 (+0.86) 90.88(+0.16) 

15,000 max features 90.73 (-0.44) 90.07 (-0.72) 

 

The results of these tests show that there is no significant increase in accuracy. It can be seen that for 

every max feature tested, starting from 2,000 max features up to 10,000, there is an accuracy increase of about 

1%, but in testing 15,000 features there is a decrease in accuracy and also the F1 score. With this, it can be 

concluded that the selection of TF-IDF features does not guarantee a significant increase in accuracy. 

Based on these data, the best scenario model is obtained by 10,000 max features. That way, the baseline 

obtained is the 80:20 data split scenario and TF-IDF with a max feature of 10,000 words. Subsequent tests test 

feature expansion against the baseline 

 

3.1.2. Feature Expansion and Methods Combination  

This test is carried out to find the best model from the baseline which is combined using feature 

expansion with fastText. Feature expansion is carried out on the top 1, 5, and 10 most similar words in the 

fastText corpus. It can be seen in Table 11 that the increase in accuracy value is found in almost every classifier 

model. CNN gets an increase in accuracy value of (+0.12%) at baseline + top5, GRU gets an increase in 

accuracy value of (+0.03%) at baseline + top1, and GRU-CNN gets an increase in accuracy value of (+0.57%). 

 

Table 11. Results of Feature Expansion with Wikipedia Corpus 

Model 
Accuracy (%) 

CNN GRU GRU-CNN CNN-GRU 

Baseline 91.14 90.73 90.57 91.20 

Baseline+Top1 90.83 (-0.34) 90.78 (+0.03) 91.09 (+0.57) 91.15 (-0.05) 

Baseline+Top5 91.25 (+0.12) 90.32 (-0.45) 90.55 (-0.02) 91.18 (-0.02) 

Baseline+Top10 90.76 (-0.41) 90.16 (-0.62) 90.54 (-0.03) 90.97 (-0.25) 
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The feature expansion with the similarity corpus built, with the pre-trained fastText model indo wikipedia, 

gets an increase in accuracy values in almost all classifier models, an increase in accuracy is found in each 

classifier model, CNN gets an increase in accuracy values of (+0.12%) at baseline+top5 , GRU got an increase 

in accuracy value of (+0.03%) at baseline + top1, and GRU-CNN got an increase in accuracy value of (+0.57%) 

as shown in Table 11. 

Expansion of features built with corpus similarity to the Tweet dataset tends to decrease in accuracy for 

all classifier models when the top-n features increase, as shown in Table 12. The greater the top-n value to the 

baseline, the greater the decrease in accuracy. 

 

Table 12. Results of Feature Expansion With Tweet Corpus 

Model 

Accuracy (%) 

CNN GRU GRU-CNN CNN-GRU 

Baseline 91.14 90.73 90.57 91.20 

Baseline+Top1 90.67 (-0.51) 90.18 (-0.6)  89.94(-0.69) 91.02 (-0.19) 

Baseline+Top5 90.05 (-1.19) 89.16 (-1.73) 89.30 (-1.40) 89.94 (-1.38) 

Baseline+Top10 89.01 (-2.33) 88.48 (-2.47) 88.35 (-2.45) 88.98 (-1.33) 

 

Table 13. Results of Feature Expansion With Tweet+Wikipedia Corpus 

Model 

Accuracy (%) 

CNN GRU GRU-CNN CNN-GRU 

Baseline 91.14 90.73 90.57 91.20 

Baseline+Top1 91.04 (-0.10) 90.62 (-0.12) 90.58 (+0.01) 91.38 (+0.19) 

Baseline+Top5 91.01 (-0.14) 90.31 (-0.46) 90.50 (-0.07) 91.11 (-0.09) 

Baseline+Top10 90.73(-0.44) 90.69 (-0.04) 90.26 (-0.34) 91.27 (+0.07) 

 

The results of testing the feature expansion built with the Tweet+wikipedia corpus similarity have an 

increase in the accuracy value, although it is not significant. It can be seen in Table 13 that the GRU-CNN 

classifier model for Baseline+Top1 has an increase in accuracy value of (+0.01%), the CNN-GRU classifier 

model for Baseline+Top1 has an increase in accuracy value of (+0.19%), and the CNN-GRU model for 

baseline+top10 with an increase in accuracy value of (+0.07%). 

 

3.1.3. Feature Expansion with SMOTE 

This test is carried out to find the best model from the baseline which is combined using feature 

expansion with fastText coupled with balancing data using smote. Feature expansion is carried out on the top 

1, 5, and 10 most similar words in the fastText corpus. It can be seen in Table 14 that the accuracy value for 

feature expansion with corpus wikipedia+smote increases significantly in each classifier model. the highest 

result obtained by the CNN-GRU model is against Baseline+Top1 with an accuracy value of 97.77% (+7.12%) 

of the Baseline value. the highest result obtained by the GRU-CNN model is against Baseline+Top1 with an 

accuracy value of 95.63% (+5.59%) of the Baseline value. the highest result obtained by the GRU model is 

against Baseline+Top5 with an accuracy value of 96.03% (+5.84%) of the Baseline value. The highest results 

obtained by the CNN model are Baseline + Top 5 with an accuracy value of 97.00% (+ 6.43%) of the Baseline 

value. 

 

Table 14. Results of Feature Expansion+SMOTE with Wikipedia Corpus 

Model 
Accuracy (%) 

CNN GRU GRU-CNN CNN-GRU 

Baseline 91.14 90.73 90.57 91.20 

Baseline+Top1 96.80 (+6.21) 95.35 (+5.09) 95.63 (+5.59) 97.77 (+7.12) 

Baseline+Top5 97.00 (+6.43) 96.03 (+5.84) 95.38 (+5.31) 97.46 (+6.86) 

Baseline+Top10 96.70 (+6.10) 95.38 (+5.12) 95.02 (+4.91) 97.62 (+7.04) 

 

The results of testing the feature expansion+smote with the tweet corpus resulted in a significant increase 

in accuracy values. The highest result obtained by the CNN model is Baseline+Top1 with an accuracy value 

of 96.61% (+6.02%) of the Baseline value. The highest result obtained by the GRU model is against 
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Baseline+Top1 with an accuracy value of 95.24% (+4.97%) of the Baseline value. The highest result obtained 

by the GRU-CNN model is against Baseline+Top5 with an accuracy value of 95.46% (+5.40%) of the Baseline 

value. And the highest result obtained by the CNN-GRU model is against Baseline+Top1 with an accuracy 

value of 97.44% (+6.84%) of the Baseline value as shown in Table 15. 

 

Table 15. Results of Feature Expansion+SMOTE with Tweet Corpus 

Model 
Accuracy (%) 

CNN GRU GRU-CNN CNN-GRU 

Baseline 91.14 90.73 90.57 91.20 

Baseline+Top1 96.61 (+6.02) 95.24 (+4.97) 95.39 (+5.32) 97.44 (+6.84) 

Baseline+Top5 96.53 (+5.91) 94.70 (+4.37) 95.46 (+5.40) 96.95 (+6.30) 

Baseline+Top10 96.33 (+5.69) 94.58 (+4.24) 95.17 (+5.08) 96.93 (+6.28) 

 

The results of testing the feature+smote expansion with the tweet+wikipedia corpus also resulted in a 

significant increase in accuracy values as shown in Table 16. The highest result obtained by the CNN model is 

the Baseline+Top5 with an accuracy value of 96.96% (+6.39%) of the Baseline value. The highest result 

obtained by the GRU model is against Baseline+Top10 with an accuracy value of 95.55% (+5.31%) of the 

Baseline value. The highest result obtained by the GRU-CNN model is against Baseline+Top10 with an 

accuracy value of 95.69% (+5.65%) of the Baseline value. And the highest result obtained by the CNN-GRU 

model is against Baseline+Top5 with an accuracy value of 97.58% (+6.99%) of the Baseline value. 

 

Table 16. Results of Feature Expansion+SMOTE with Tweet+Wikipedia Corpus 

Model 
Accuracy (%) 

CNN GRU GRU-CNN CNN-GRU 

Baseline 91.14 90.73 90.57 91.20 

Baseline+Top1 96.86 (+6.28) 95.03 (+4.71) 95.52 (+5.46) 97.52 (+6.92) 

Baseline+Top5 96.96 (+6.39) 95.39 (+5.14) 95.23 (+5.14) 97.58 (+6.99) 

Baseline+Top10 96.82 (+6.23) 95.55 (+5.31) 95.69 (+5.65) 97.23 (+6.61) 

 

The test results in Tables 14, Table 15 and Table 16 show that the accuracy value against the baseline has 

increased significantly in all classifier models and it can be said that the feature+smote expansion test has 

succeeded in increasing the accuracy value significantly.  

 

3.2. Discussion 

Based on the test results in Table 8, the best accuracy value is obtained by the basic Allgram feature with 

the labeling by system dataset on both the CNN model and also the GRU, with a fairly large accuracy value of 

91.14% and also 90.73%. based on these results, the baseline used for further testing is Allgram using dataset 

by system. 

Furthermore, testing of feature selection is carried out to determine how many maximal TF IDF features 

have the highest accuracy value results. The test results in Table 9 showed that there is no significant increase 

in accuracy. It can be seen that for each max features tested, starting from 2000 features up to 10000, there is 

an increase in accuracy of (+0.86%) and (+0.16). However, in testing 15000 features, there is a decrease in 

accuracy. With this it can be concluded that, the more selection of max TF-IDF features does not guarantee a 

significant increase in accuracy. 

Based on these tests, the baseline that will be used for feature expansion testing is the granularity labeling 

dataset on both the CNN model and also the GRU, with an accuracy value of 91.14% and also 90.73%. The 

test results in Table 11 showed that there is an increase in accuracy values in almost all classifier models.  An 

increase in accuracy is found in each classifier model, CNN gets an increase in accuracy values of (+0.12%) at 

baseline+top5, GRU gets an increase in accuracy values of (+0.03 %) at baseline+top1, and GRU-CNN gets 

an increase in accuracy value of (+0.57%). 

The feature expansion built with corpus similarity to the Tweet dataset tends to experience a decrease in 

accuracy for all classifier models as the top-n features enlarge, as shown in Table 13. The greater the top-n 

value to the baseline, the greater the decrease in accuracy. The results of testing the feature expansion built 

with the Tweet+wikipedia corpus similarity have an increase in the accuracy value, although it is not 
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significant. It can be seen that the GRU-CNN classifier model on Baseline+Top1 has an increase in accuracy 

value of (+0.01%), the CNN-GRU classifier model on Baseline+Top1 has an increase in accuracy value of 

(+0.19%), and on the CNN-GRU model on baseline+top10 with an increase in accuracy value of (+0.07%).  

Testing the feature+smote expansion with the Wikipedia corpus, tweets, and tweet+wikipedia shows that 

the accuracy value against the baseline has increased significantly. The feature+smote expansion is carried out 

with the same corpus as the previous feature expansion test using 3 corpus namely Wikipedia corpus, tweet, 

and tweet+wikipedia. From the results of the feature+smote expansion testing we can see in Tables 14, Table 

15 and Table 16. The highest accuracy value obtained on the Wikipedia corpus is the baseline+top1 test on the 

CNN-GRU model with an accuracy value of 97.77% (+7.12%) of baseline value. By comparing other studies 

that also use the combined CNN-GRU method [8][9], the use of fastText word embedding can provide a higher 

accuracy value as found in this study. Summary of all scenarios results are shown on Fig. 3. 

 

Fig. 3. Testing results of All Scenarios (%) 

 

4. CONCLUSION 

This research has conducted sentiment analysis for the Indonesian language tweet dataset, using several 

test scenarios. The test scenarios carried out include determining the baseline model, then carrying out feature 

extraction and selection on TF-IDF, then testing feature expansion against the baseline. In the first test to 

determine the baseline, the best results obtained on the 80:20 data split are the number of TF-IDF features of 

10,000 features. The last test is the expansion of features+smote with fastText to test whether adding data 

balancing using SMOTE can make the accuracy value increase significantly.  

The scenario that has the most significant impact is obtained on the Wikipedia corpus using the 

baseline+top1 scenario on the CNN-GRU model with an accuracy value of 97.77% which increases the 

accuracy value by 7.12% against the baseline values.  

Based on these tests, it can be concluded that sentiment analysis research on Twitter social media 

using the Convolutional Neural Network and Gated Recurrent Unit methods can produce fairly high accuracy, 

and feature expansion testing of the deep learning model can provide a significant increase in accuracy values. 

Suggestions for further research is to conduct a survey of sentiment words with a larger number of corpus, 

so that the distribution of Granularity labeling can be evenly distributed and provide a balanced dataset for the 

input in deep learning models that can impact models performance. 
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