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 Detecting fraud in the healthcare insurance dataset is challenging due to 

severe class imbalance, where fraud cases are rare compared to non-fraud 

cases. Various techniques have been applied to address this problem, such as 

oversampling and undersampling methods. However, there is a lack of 

comparison and evaluation of these sampling methods. Therefore, the 

research contribution of this study is to conduct a comprehensive evaluation 

of the different sampling methods in different class distributions, utilizing 

multiple evaluation metrics, including 𝐴𝑈𝐶𝑅𝑂𝐶, 𝐺 − 𝑚𝑒𝑎𝑛, 𝐹1𝑚𝑎𝑐𝑟𝑜, 

Precision, and Recall. In addition, a model evaluation approach be proposed 

to address the issue of inconsistent scores in different metrics. This study 

employs a real-world dataset with the XGBoost algorithm utilized alongside 

widely used data sampling techniques such as Random Oversampling and 

Undersampling, SMOTE, and Instance Hardness Threshold. Results indicate 

that Random Oversampling and Undersampling perform well in the 50% 

distribution, while SMOTE and Instance Hardness Threshold methods are 

more effective in the 70% distribution. Instance Hardness Threshold performs 

best in the 90% distribution. The 70% distribution is more robust with the 

SMOTE and Instance Hardness Threshold, particularly in the consistent score 

in different metrics, although they have longer computation times. These 

models consistently performed well across all evaluation metrics, indicating 

their ability to generalize to new unseen data in both the minority and majority 

classes. The study also identifies key features such as costs, diagnosis codes, 

type of healthcare service, gender, and severity level of diseases, which are 

important for accurate healthcare insurance fraud detection. These findings 

could be valuable for healthcare providers to make informed decisions with 

lower risks. A well-performing fraud detection model ensures the accurate 

classification of fraud and non-fraud cases. The findings also can be used by 

healthcare insurance providers to develop more effective fraud detection and 

prevention strategies. 
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1. INTRODUCTION  

Fraud is the illegal use or intentional decision of resources or assets to gain an advantage. In healthcare 

insurance, fraud involves purposeful deception to receive benefits or advantages through the insurance process. 

Deception refers to hiding or distorting details concerning the outcomes of medical benefits and disregarding 

the guidelines of conventional medical practices [1]–[3]. Healthcare insurance fraud can occur at any stage of 

an insurance transaction by an individual applying for insurance, third-party claimant, or policyholders. The 

consequences of fraud in healthcare insurance can lead to compromised quality of healthcare services and 

facilities, financial loss, and risk to patient safety. For instance, in 2012, healthcare insurance fraud resulted in 

the misappropriation of public funds amounting to an estimated 17 billion to 57 billion [4]. In 2016, a major 
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German public medical insurance company was found to have €7 million in insurance anomalies. In the same 

year, the U.S. Department of Justice prosecuted the most significant medical anomaly case in its history, 

resulting in losses of up to $900 million and involving over 300 individuals, including healthcare professionals 

[5]. The need to address this issue has driven many researchers to develop a fraud detection model to detect 

healthcare insurance fraud.  

The main idea in fraud detection is to identify the possible model of fraud incorporated with known 

fraudsters and predict the probability of a new transaction being fraudulent. There are two sets of models in 

fraud detection: Expert-driven, which require domain knowledge from the investigator to define rules, and 

Data-driven models, which use some techniques that produce a rule based on data. In standard, Data-driven 

models tend to represent a more practical approach to addressing the pattern and trends related to fraudulent 

behaviour, more accurate detection and achieved good performance [4], [6], [7]. Moreover, a data-driven model 

commonly includes machine learning and statistical methods and has shown promising results [3], [8]. The 

machine learning method is a technique that learns from the raw data and makes predictions without being 

explicitly programmed. Moreover, there are still many challenges that arise with these methods. One of the 

challenges is an imbalanced problem, defined as a condition where the distribution over each class in data is 

uneven. 

Further, the imbalanced dataset will have the ratio between one class much lower than the one's other 

classes. It causes the underrepresented of classes in the dataset. Since the rate of fraudulent transactions is 

usually low or rare, machine learning methods prone to discard learning or undetected about fraudulent 

transaction patterns [7]. The methods could produce good accuracy, but on the other hand, the classification of 

the rare or the minority class is much lower than the majority. As a result, the classifier may favour the majority 

and ignore the minority, leading to it being treated as noise and ignored during classification. The problems 

can negatively affect machine learning techniques, particularly in applications with vast amounts of imbalanced 

data. The healthcare sector has produced significant data from the patients, provider payment, and claim data. 

This matter makes the complexity and noises attached to the data, which has fewer cases outside of everyday 

activities, in this case, less fraud than non-fraud. 

Researchers have categorized methods for handling class imbalance into four approaches [9]–[12]. The 

first approach is algorithm-level, focusing on the classifier learning algorithm to adapt it toward the minority 

class. It will modify the classifier learning procedure to alleviate majority class bias instead of altering the 

supplied training set. The second is data-level approaches. This approach will modify a set of imbalanced class 

distributions using different procedures (i.e., sampling methods) to provide balanced or more adequate data. 

The third is the Cost-sensitive learning approach, which adds cost to the sample and modifies the learning 

process to accept costs. The cost aims to minimize the conditional risk. The last is the ensemble-based method, 

which combines an ensemble algorithm and one of the techniques above, either data-level or cost-sensitive. 

The data Level approach has become standardized over the years [10]. Therefore this study will mainly focus 

on the Data level approach, which can be categorized into groups or families [10], [13]. The first group is 

undersampling methods. The undersampling method creates a subset of the original dataset using random 

choice or cleaning techniques to decrease the majority class amount and balance the class distributions. The 

second group is Oversampling methods, which create a superset of the original dataset by replicating some 

instances or producing new instances based on the space in the data to balance the class. Hybrid methods 

combine both sampling approaches.  

Machine learning has significantly increased fraud detection research in recent years, particularly in using 

sampling methods to address the imbalanced data issue. Some studies have been applied and resulted in 

significant performance. A study [12] proposed a novel under-sampling technique using the DBSCAN 

algorithm to select suitable samples from the majority class in imbalanced datasets. They used classification 

accuracy and F-measure scores to evaluate the method. The experiment result showed that this method 

outperformed six other preprocessing methods, including over-sampling, under-sampling, and hybrid 

approaches. A related study in [6] proposed a method that combined clustering analysis and instance selection 

to reduce the number of data samples in the majority class while preserving the important information. The 

experiment showed that the proposed method outperformed the six baseline approaches regardless of the type 

of combination of techniques used. In similar works [14], the authors introduced an under-sampling method 

that utilizes the Support Vectors classifier to identify the most informative majority class instance. This 

approach helps to generate decision boundaries for the model. They used a single evaluation method, the 

Receiver Operating Characteristic (ROC) curve, to evaluate several classifiers on 13 imbalanced datasets. The 

result showed that the proposed method produces a high score when classifying minority and majority class 

instances compared to other existing methods.  

SMOTE is one of the popular methods to address the imbalanced dataset. This method has many 

modifications to increase the performance, such as in [15]. The author proposed a new algorithm that extends 
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the SMOTE with the Kalman filter to handle imbalanced datasets and reduce the size of the data by filtering 

out noisy samples. The performance of the proposed method is evaluated using Accuracy, AUC, Precision, 

Recall, and F1 score metrics on several imbalanced datasets. However, the inconsistent scores of each metric 

make it difficult to generalize the significant performance of this method. For instance, scores performed in 

datasets for AUC, Recall, F1 score, and Precision were 0.87, 0.75, 0.6, and 0.5, respectively. A previous study 

[16] encountered a similar issue. The authors proposed the NUS method, which involves clustering the minority 

class samples and removing noisy samples from both minority and majority classes. However, inconsistencies 

in scores for each metric were also observed in this study.  

An effective machine learning algorithm and appropriate resampling techniques could enhance the 

accuracy of the fraud detection model. Therefore, a study in [17] used PCA for dimension reduction and 

Artificial Neural Networks as their classifier. Precision, Recall, and AUC (Area Under Curve) were used to 

evaluate the SMOTE oversampling method. The result showed average precision of 85.3%, recall of 73%, and 

AUC of 0.864 reached after performing SMOTE oversampling and genetic algorithm to optimize and avoid 

local minima. Meanwhile, in [18], they proposed a new sampling method called NC_Link_MWMOTE. This 

method modified the MWMOTE hierarchical clustering method by considering the distribution of minority 

samples and the distance between samples. The six datasets used the F1 score, recall, and precision as the 

model evaluation. The study concludes that the proposed method can effectively improve the classification 

algorithm. For instance, in Yeast Dataset, the F1, recall, and precision scores are 0.79, 0.68, and 0.93, 

respectively, against the previous method's 0.77, 0.66, and 0.93. Furthermore, a study cited as [19] utilized 

several machine learning algorithms to achieve an accuracy score of 97.43%, a 0.06% of precision score, a 

perfect recall score of 100%, and 11.82%, 0.98 scores of F1 and AUC score, particularly in the Random Forest 

classifier with the Random Under-sampling technique.  

The literature described above shows that various techniques have been proposed to address the 

imbalanced data issue in fraud detection. However, there is a lack of comparison and evaluation of the different 

sampling methods, which makes it challenging to determine the most effective method for addressing the 

imbalanced data issue. Furthermore, using different evaluation metrics makes it difficult to generalize the 

results. It provides an unfair comparison of the most efficient sampling method. Therefore, this research 

addresses this gap by comprehensively evaluating the different sampling methods, mainly using Random 

Undersampling, Random Oversampling, SMOTE, and Instance Hardness Threshold. The evaluation will be 

conducted using popular evaluation metrics, including 𝐴𝑈𝐶𝑅𝑂𝐶 , 𝐺 − 𝑚𝑒𝑎𝑛, 𝐹1𝑚𝑎𝑐𝑟𝑜, Precision, and Recall, 

to compare the methods' effectiveness. In addition, this research proposed a model evaluation approach to 

address the issue of inconsistent scores when using multiple evaluation metrics, which keeps a high score 

across the metric. The study will be used a real-world insurance claim dataset from the Indonesia Social 

Security Agency of Health (BPJS). The XGBoost algorithm will be employed to perform analysis, and its 

hyperparameter will be tuned to optimize its performance. The research contributions of this study can be 

summarized as follows: 

• A comprehensive evaluation of four different sampling methods to address the imbalanced data issue 

in fraud detection 

• The use of multiple evaluation metrics, including ROC-AUC, G-MEAN, PR-AUC, Precision, Recall, 

and F1-score, to compare the effectiveness of the sampling methods 

• A proposed model evaluation approach to address the issue of inconsistent scores when using multiple 

evaluation metrics, which maintains high scores across the metrics 

• The application of the XGBoost algorithm and hyperparameter tuning to optimize model performance, 

particularly in the highly imbalanced dataset 

• The use of a real-world insurance claim dataset from the Indonesia Social Security Agency of Health 

(BPJS) for analysis 

 

2. METHODS  

Fig. 1 shows the process of the entire experiment. It starts with preprocessing the real-world data, 

performing sampling methods, tuning the XGBoost hyperparameter, training the model, and evaluating it using 

multiple metrics. This section consists of five parts: the first part is to describe the data source; the second 

describes data preprocessing; the third sampling method; the fourth model classifiers; and the fifth part 

describes the proposed model evaluation metrics. 
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Fig. 1. The Stages of the Research 

 

2.1. Dataset 

This study will use The Healthcare Insurance Claim dataset from the Indonesia Social Security Agency 

of Health (BPJS). The dataset contains insurance claim records that the healthcare service providers claimed 

to the BPJS. The dataset includes data from multiple years and covers many healthcare service providers across 

Indonesia. The dataset consists of 2,400,791 instances with 27 features, categorized into two classes: the 

majority class (class 0) with 2,244,297 instances and the minority class (class 1) with 156,494 instances. The 

majority class represents non-fraudulent or efficient transactions, while the minority class represents fraudulent 

or non-efficient transactions. The dataset is highly imbalanced, with the percentage of each class being 94% 

for class 0 and 6% for class 1. Fig. 2 shows an illustration of the distribution of both classes. The data will be 

partitioned into training and testing sets with a ratio of 80:20, respectively. Using stratified sampling can ensure 

that both training and testing sets represent the imbalanced nature of data. Stratified sampling keeps the number 

of samples in each split proportional to the class area [20]. This approach enables the model to generalize to 

new unseen data and evaluate its performance on a separate data set while preserving the representation of the 

minority class. 

 

 
Fig. 2. Class Distributions 
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2.2. Data Preprocessing 

Obtaining relevant information from the data is a crucial step. Factors such as skewed distribution, 

unequal classes, and multiple overlaps in the imbalanced dataset can impact the model’s performance. It is 

essential to implement data preprocessing to ensure the data is proper and suitable for modeling. Fig. 3 shows 

the phases of the data preprocessing.  

 

 
Fig. 3. The Preprocessing Phase 

 

Exploratory Data Analysis (EDA) is an essential step to understanding the data, cleaning and 

transforming it into a more suitable format for modeling. Performed EDA allows for data understanding, 

creating hypotheses for the analysis, and making informed decisions [21]. This study will examine the summary 

of the statistical measures and use various data visualizations, such as histograms, box plots, and heatmaps, to 

gain the data distribution, identify patterns and correlation matrix, and analyze feature relationships. This step 

enables the detection of outliers or anomalies, providing insights into the nature of data and the appropriate 

way to handle each feature. 

Noisy Data Filtering. Reducing the noise is crucial to ensure accurate and valid data, particularly in real-

world data. It could make the model effective in identifying fraud. The noise in the dataset could be an unuseful 

column, outlier, and missing values. In this study, columns that do not relate to the task will be dropped. 

Features with less than 10% missing values are kept in the analysis to maintain sufficient data. Meanwhile, this 

study keeps the outlier with further processing because each feature's outliers may represent fraudulent data. 

This study uses the interquartile range (IQR) method to detect each feature's outliers to be analyzed. Let 𝑄1𝑖 

be the first quartile of the i-th feature, 𝑄3𝑖 be the third quartile of the i-th feature, and 𝐼𝑄𝑅𝑖  be the interquartile 

range (i.e, IQR = Q3 – Q1). Any data points below the lower bound or above the upper bound are considered 

an outlier. The calculation of the lower and upper bounds are using (1) and (2). 

 𝐿𝑜𝑤𝑒𝑟 𝐵𝑜𝑢𝑛𝑑𝑖 = 𝑄1𝑖 − 1.5 ∗ 𝐼𝑄𝑅𝑖  (1) 

 𝑈𝑝𝑝𝑒𝑟 𝐵𝑜𝑢𝑛𝑑𝑖 = 𝑄3𝑖 − 1.5 ∗ 𝐼𝑄𝑅𝑖  (2) 

Statistical Testing. The Mann-Whitney U test is used to identify any significant difference in fraud case 

distribution. The Mann-Whitney U test is statistical testing that does not use the actual values of the class, 

making the results of inference not sensitive to outliers. In addition, chi-squared and t-tests are also used to 

analyze feature correlation and determine their relationship with the label and model as a comparison with The 

Mann-Whitney U test. These statistical tests could help to identify important features for analysis and guide 

the feature selection and engineering steps. 

Binning Techniques. The objective of creating bins is to have equal intervals on a continuous 

measurement scale. Bins also aim to contain identical samples and be selected using more complex 

unsupervised methods such as clustering [22]. This study will apply binning techniques: manual binning, 

frequency-based, clustering-based, and encoding-based binning techniques to address the issue of large 

categorical values. The choice of binning methods will vary depending on the types of features present in the 

dataset. The Encoding-based binning techniques use for features with small categorical values or changes with 

additional information on the categoric value of the features. Frequency-based binning methods examine values 

with a substantial number of occurrences and create features. The analysis will group features with insignificant 

occurrences as "others" features. Additionally, the k-means algorithm will cluster the categoric values. The 

steps include selecting the number of clustering based on elbow methods, calculating the percentage of 

fraudulent claims per feature, and comparing it to the total number of claims. After that, define the threshold 

for grouping the percentage based on the level of fraudulent risk. Let 𝑋𝑖 is the mean of the fraud percentage of 

each feature, and 𝑠𝑖 is the standard deviation of each feature, then the threshold formula is shown in (3). 

 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑𝑖 = 𝑋𝑖 + 2𝑠𝑖  (3) 

Feature Extraction. The analysis will extract additional features to gain insight into the relationship 

between the features and the target variable for those with low statistical test values. For instance, the "age" 
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feature is a numerical value. Then, it will derive new features from the existing data by aggregating the 

numerical values into fewer bins representing the features. Furthermore, this study also combines datasets from 

multiple sources. It adds external information related to the features and the target variable. The extraction 

process will include extracting the code for each primary care physician's and specialty hospitals' diagnoses, 

incorporating new features. Finally, one-hot and Ordinal Encoding will be performed before feeding the 

features into the model. One-hot will convert categorical features into numerical features. Meanwhile, Ordinal 

Encoding represents the ordinal numbers. It aims to provide each feature in binary vector format that the 

algorithm can use. To ensure each feature is standardized in a specific format, the Standard Scaller will use to 

scale numerical features with zero mean and unit variance to help the model converge faster and provide better 

results.  

 

2.3. Data Sampling Methods 

This study uses sampling data to balance the class. The two main types of data sampling used are: 

oversampling and undersampling. Oversampling balances classes by adding replicating or generating samples 

to the minority class; meanwhile, undersampling reduces the majority class size by deleting or selecting the 

majority class sample.  

Undersampling Techniques The simple undersampling technique removes the sample randomly or the 

Random Undersampling (RUS) method. This technique has shown good performance and has few weaknesses 

when dealing with large datasets. Some modifications or combinations using this approach showed significant 

performance and could generate excellent sampled instances [10], [23], [24]. This technique aims to obtain the 

same class samples by reducing the information in the majority class, which can expedite the training process. 

However, RUS has a downside – randomly chosen samples lead to the loss of important information. Therefore, 

some methods, such as Near Miss [25], Edited Nearest Neighbors[26], Neighborhood Cleaning Rule [27], and 

Instance Hardness Threshold, could handle the issue. However, this study considers only using Instance 

Hardness Threshold because it is a relatively recent undersampling method compared to others. 

Instance Hardness Threshold (IHT) is a method that identifies the "hard" minority class instances (i.e., 

those most difficult to classify) and discards them from the training set. Knowing which instances are 

frequently misclassified or hard to classify correctly can improve the algorithm's learning process by reducing 

the noise in the training data [28]. IHT uses Bayes' theorem to calculate the probability of correctly classifying 

the data given the input features and labels. Given a dataset 𝐷, let 𝑥𝑖 be the i-th instance in 𝐷, and 𝐼𝐻(𝑥𝑖) be 

the instance hardness value of 𝑥𝑖, to compute the instance hardness value for all instances in 𝐷 using (4). 

 𝐼𝐻(𝑥𝑖) = 1 − 𝑃(𝑦𝑖|𝑥𝑖 , 𝐷𝑐) (4) 

Where 𝑦𝑖  is the actual label of the instance 𝑥𝑖 and 𝐷𝑐  is the complement of the training set 𝐷, a set of all 

other instances in the 𝐷. Then, to remove instances with the highest instance hardness values to obtain the new 

dataset 𝐷′ calculate using (5). 

 𝐷′ = {𝑥𝑖|𝐼𝐻(𝑥𝑖) < 𝑇} (5) 

Where 𝑇 is a threshold value for the maximum allowable instance hardness, in addition, an instance's 

hardness is a real value between 0 and 1. If the value is close to 0, it will probably be classified correctly. 

Conversely, if the hardness value is close to 1, the instance will likely be misclassified.  

Oversampling Techniques The simplest oversampling method is called Random Oversampling (ROS). 

It duplicates samples from the minority class and adds them to the training dataset. Since there are many more 

non-fraud cases than fraud, ROS could be oversampled at high rates to balance the class distribution. Some 

modification has been combined used ROS and given significant performance [29], [30]. It works by generating 

additional examples of the minority class. It provides the classifier with more training data to learn from, 

leading to improved performance in detecting fraud [31]. However, it can cause increases in the size of the 

dataset and the computational cost and make the classifier tend to the problem of overfitting. In detail, it can 

make the classifier fit the training data too closely and not generalize the model to unseen new samples. 

To handle the problem, one approach that is often better than simply copying existing ones is to create 

synthetic samples to make the distribution more balanced. It involves interpolating samples that lie together to 

create new samples [32]. This approach is called SMOTE (Synthetic Minority Over-sampling Technique). 

SMOTE has been inspiring for most of the new oversampling methods, such as Borderline-SMOTE [33] and 

ADASYN (Adaptive Synthetic Sampling Approach)[34], which does not cover in this study. SMOTE has 

performed well in addressing imbalanced data with extensive data [15], [19], [29], [35]. 

SMOTE works by select randomly 𝑥𝑖−𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦(𝑖 = 1,2,3, … , 𝑛) as the basis for creating new data points. 

Then, the algorithm selects k nearest neighbors (default 5) by calculating the distance between 𝑥𝑖 and other 
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samples in the same class (points 𝑥𝑖1 to 𝑥𝑖4). Then, the synthetic samples denoted 𝑟𝑖𝑗(𝑖 = 1,2,3, … , 𝑚) are 

generated as an interpolation of the basis points to each kNN using (6). 

 𝑟𝑖𝑗 =  𝑥𝑖 + 𝜆 (𝑥𝑖𝑗 − 𝑥𝑖) (6) 

Where 𝑟𝑖𝑗  is the synthetic sample generated between 𝑥𝑖 and 𝑥𝑖𝑗 , 𝜆 is a random number between 0 and 1, 

𝑥𝑖𝑗  is one of the k nearest neighbors to 𝑥𝑖. The interpolation factor 𝜆 controls the amount of interpolation 𝑥𝑖 

and 𝑥𝑖𝑗 , and is randomly generated for each synthetic sample.  

 

2.4. Sampling Ratios 

When dealing with highly imbalanced data, simply creating a fully balanced class distribution through 

sampling is not always the best approach. It is because it often results in discarding a significant portion of the 

original dataset, which can lead to the loss of valuable information and potentially worsen the model's 

performance. This study will generate three class distributions (majority: and minority), with 50:70:90%. A 

90% distribution was selected to analyze the effect of the sampling method when approaching the fully 

balanced class distribution. Meanwhile, a 50% distribution was chosen to evaluate the model performance, 

particularly in balanced data. Similarly, a 70% distribution was considered a reasonable representation of 

imbalanced data. Examining the model's performance on these different distributions gains a better 

understanding of how the sampling method impacts the model's performance and ability to detect fraud. Table 

1 shows the number of instances for each distribution. 

 

Table 1. Total number of instances 

Methods 
50 70 90 

0 1 0 1 0 1 

RUS 250390 125195 178850 125195 139105 125195 

IHT 925830 925830 925830 925830 925830 125195 

ROS 1795437 897718 1795437 1256805 1795437 1615893 

SMOTE 1795437 897718 1795437 1256805 1795437 1615893 

 

2.5. eXtreme Gradient Boosting (XGBoost) 

XGBoost is a machine-learning model based on the boosting concept that integrates multiple weak 

learners to achieve a strong learner. It is one of the popular models used in the domains such as fraud detection, 

which addresses the class imbalance that prevents overfitting in training data if not handled properly [36]–[38]. 

This algorithm also can efficiently handle large-scale datasets, strong predictive performance, and fast training 

speed [39]. Specifically, XGBoost is an iterative calculation of decision tree classification. At step 𝑛, each 

learner is calculated as (7), where 𝑓𝑘 is the basic model of trees, and  𝑥𝑖  is an input feature. After that, to 

measure the performance of each learner 𝐿, XGBoost uses a loss function 𝛼 and the regularization 𝛾 term to 

calculate it. To calculate the perfomance using (8).  

 �̂�𝑖 = ∑ 𝑓𝑘(𝑥𝑖) 

𝑛

𝑘=1

 (7) 

 𝐿 = ∑ 𝛼(�̂�𝑖 , 𝑦𝑖) +  ∑ 𝛾(𝑓𝑘)
𝑘

𝑖

 (8) 

The regularization 𝛾 calculate using (9), which aims to prevent overfitting, where 𝑇 is the number of 

leaves in each learner, 𝜎 is the minimal loss, and 𝑤 is a weight or vector score in leaves.  

 

 
𝛾(𝑓) = 𝜎𝑇 +  

1

2
𝜆‖𝑤‖2 (9) 

XGBoost adds the regularization to reduce the model variance and control model complexity, preserving the 

fastest possible processing speed with multithreaded parallel computing to speed up the running speed [39]. 

Furthermore, to optimize the XGBoost algorithm, this study applies hyperparameter tuning for each model 

with different distributions using Optuna Framework. Here is a brief description of each parameter tuning:  

• Lambda and Alpha: Higher lambda and alpha values will result in a more regularized model, which 

avoids or reduces overfitting.  

• Gamma: Higher gamma values will make the algorithm more conservative, resulting in fewer splits.  

• Min_child_weight: Higher values will make the model more conservative.  
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• Reg_alpha and reg_lambda: Higher values will result in a more regularized model, which reduces 

overfitting.  

• Scale_pos_weight: Higher values will produce a more biased model towards the positive class.  

• Max features: It is essential to find the right balance between features for the model to learn from 

and excluding irrelevant or noisy features.  

• Colsample_bytree and Subsample: Used to reduce overfitting by introducing randomness in the 

model training. A smaller subsampling will make the model more conservative.  

• Max_depth: higher values will result in a more complex model which captures more complex 

interactions between features.  

Table 2 shows the hyperparameters, the descriptions, and the range of each value to be tuned. 

 

Table 2. Hyperparameter Testing Value 
Hyperparameter Value Description 

lambda [1e-3, 10] L2 regularization term on weights. 

alpha [1e-3, 10] L1 regulaization term on weights. 

gamma [0, 1, 5] The minimum loss reduction to make a further partition 

min_child_weight [1, 10] The minimum sum of instance weight required in a child 

reg_alpha [0, 1] L1 regularization term on the bias 

reg_lambda [0, 1] L2 regularization term on the bias 

scale_pos_weight [1, 10] Control the balance of positive and negative weights 

max_features [auto, sqrt, log2] Maximum number of features 

colsample_bytree [0.6, 1.0] Subsample ratio of columns 

subsample [0.6, 1.0] Subsampleratio of the training instance 

max_depth [9, 11, 13] Maximum depth of a tree 

 

2.6. The Proposed Model for Evaluation 

The chosen metric or model evaluation is critical in an imbalanced task. It is because it measures how 

well the learning algorithm performs on the test data. In imbalanced data, using just one metric evaluation 

cannot guarantee the model's ability to generalize the model performance [40]. It could tend to be good in one 

class rather than another class. Meanwhile, this study aims to balance performance in both classes. Therefore, 

using multiple metrics is needed to strengthen the analysis. This study also proposed an approach to balance 

the score of each metric using helped of Optuna, a hyperparameter optimization framework. The following 

procedure describes how to evaluate the model performance in multiple metrics using Optuna objective 

function (Table 3). 

 

Table 3. Hyperparameter Testing Value 
Proposed Model Evaluation Approach 

Input: 

• Maximum number of trials (𝑇) 

• Hyperparameters 𝜃𝑖  and values 𝑣𝑖, a dictionary containing the hyperparameters to be tuned and the values to be 

tried, where 𝑖 = 1, … , 𝑛 

• Model and its parameters 𝑀(𝜃) 

• Training (𝑋𝑡𝑟𝑎𝑖𝑛, 𝑦𝑡𝑟𝑎𝑖𝑛) and validation (𝑋𝑣𝑎𝑙 , 𝑦𝑣𝑎𝑙) data 

Steps for each trial: 

1. Define the model: where 𝑀(𝜃(𝑡)) are the hyperparameters for trial 𝑡 

2. Train the model using training data:   𝑀(𝜃(𝑡))  ← 𝑡𝑟𝑎𝑖𝑛(𝑀(𝜃(𝑡)), 𝑋𝑡𝑟𝑎𝑖𝑛, 𝑦𝑡𝑟𝑎𝑖𝑛)  

3. Evaluate the model using validation data: �̂�𝑣𝑎𝑙 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡(𝑀(𝜃(𝑡)), 𝑋𝑣𝑎𝑙) . Calculate the model's performance 

on multiple metrics: Precision, recall, F1 score, 𝐴𝑈𝐶𝑟𝑜𝑐 , and 𝐺 − 𝑚𝑒𝑎𝑛.  

4. Calculate a weighted score using a formula that combines the metrics: 𝑠(𝑡) = max(𝐴𝑈𝐶𝑟𝑜𝑐 , 𝐺 − 𝑚𝑒𝑎𝑛) ×
 𝐹1𝑚𝑎𝑐𝑟𝑜  

5. Store the score and hyperparameter for this trial: (𝜃(𝑡),  𝑠(𝑡))  

Output: the set of hyperparameters that have the highest score by using this formula 𝜃∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝜃(𝑡) 𝑠(𝑡) 

 

 

By taking the maximum value between 𝐴𝑈𝐶𝑅𝑂𝐶  and 𝐺 − 𝑚𝑒𝑎𝑛 and calculate the product value with 

𝐹1𝑚𝑎𝑐𝑟𝑜 as shown in step 4, the best hyperparameters are the parameters with one metric increasing while the 

others increase. The Optuna will select the hyperparameters based on the high score 𝑠(𝑡). The calculation for 

each metric has been provided.  
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First, the F1 measure provides single measures that capture precision and recall properties. F1-measure 

might be the popular metric for imbalanced classification. Precision is a metric that measures the model's 

reliability in predicting positive class; used to minimize false positives. Recall measures the model's ability to 

predict the positive class coverage by minimizing the false negative. This study will use Macro Average 

performed in Precision, Recall, and F1 measures. Macro Average is a type of averaging that evaluates the 

classifier's overall performance by treating all classes equally. Equation (10) shows how to calculate the F1 

measure with macro average, where 𝑛 is the amount of class, 𝑖 is a label, and F1 is the F1 measure that calculates 

using (11).  

 𝐹1𝑚𝑎𝑐𝑟𝑜 =
1

𝑛
∑ 𝐹1𝑖

𝑛

𝑖=1

 (10) 

 𝐹1 = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑚𝑎𝑐𝑟𝑜 ×  𝑅𝑒𝑐𝑎𝑙𝑙𝑚𝑎𝑐𝑟𝑜

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑚𝑎𝑐𝑟𝑜 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑚𝑎𝑐𝑟𝑜

 (11) 

This study uses a variation of the F-measure called 𝐺 − 𝑚𝑒𝑎𝑛. The metric use geometric means of 

measurement. It includes information from both classes and aims to balance the classification performances of 

the majority and minority classes. It calculates 𝑇𝑃𝑅 or True Positive Rate that summarizes how well the 

positive class was predicted, and 𝑇𝑁𝑅 or True Negative Rate summarizes how well the negative class was 

predicted. 𝐺 − 𝑚𝑒𝑎𝑛 equation is shown (12). 

 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝑇𝑁𝑅 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

 

 𝐺 − 𝑚𝑒𝑎𝑛 =  √𝑇𝑃𝑅 × 𝑇𝑁𝑅 (12) 

As a comparison with 𝐺 − 𝑚𝑒𝑎𝑛, 𝐴𝑈𝐶𝑅𝑂𝐶  will add to the model evaluation. It summarizes performance 

over the range of true positive rates (TPRs) and false positive rates (FPRs). The true positive rate is the recall 

or sensitivity. After that, the metric will calculate the AUC to provide a single score to summarize the curve 

plot, which is helpful for model comparison. To calculate the 𝐴𝑈𝐶𝑅𝑂𝐶  using (13).  

 

𝑇𝑃𝑅𝑎𝑡𝑒 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

: 

𝐹𝑃𝑅𝑎𝑡𝑒 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

 

 𝐴𝑈𝐶𝑅𝑂𝐶 = ∫ 𝑇𝑃𝑅𝑎𝑡𝑒(𝐹𝑃𝑅𝑎𝑡𝑒−1(𝑥))
1

0

𝑑𝑥 (13) 

 

3. RESULTS AND DISCUSSION  

This section provides the result and the analysis of the experiment. The cleaned data were trained without 

performing the sampling method and used the default XGBoost parameters. It is used as a baseline model and 

noted as Baseline in the Table 4, Table 5, and Table 6. The experiment shows that the model's performance 

significantly improved when using sampling methods and hyperparameter tuning compared to the baseline 

model. It highlights the impact of the sampling method on the model's ability to classify the minority class 

correctly. However, upon examining each metric's score, the scores of both classes were not significantly 

different. It suggests the model can perform reasonably well in detecting both classes despite the low score and 

imbalanced class distribution. In addition, a difference in the precision and recall score indicates that the model 

misses some positive instances, a common issue in imbalanced class distributions.  

Based on the scores in Table 4, the model with RUS and ROS techniques performed better across all 

metrics. The 𝐴𝑈𝐶𝑅𝑂𝐶  score of (0.79 and 0.81) and the 𝐺 − 𝑚𝑒𝑎𝑛 score of 0.76 indicates that these models can 

effectively distinguish between the positive (fraud) and negative (non-fraud) classes while maintaining 

performance in both classes. The high 𝐹1𝑚𝑎𝑐𝑟𝑜 also suggests that these models balance precision and recall, 
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correctly identifying and classifying positive instances while minimizing false positives and negatives. On the 

other hand, the model using SMOTE had higher precision and recall scores than the others but had lower scores 

in 𝐴𝑈𝐶𝑅𝑂𝐶  and 𝐺 − 𝑚𝑒𝑎𝑛. While a high precision and recall score indicates good performance in correctly 

identifying positive instances, it may not accurately distinguish between positive and negative instances, as 

apparent in decreased 𝐴𝑈𝐶𝑅𝑂𝐶  and 𝐺 − 𝑚𝑒𝑎𝑛 scores. It means that the model prioritizes the performance of 

the positive class over the negative class, leading to misclassifying negative instances. Furthermore, the model 

with IHT could not identify positive instances in the dataset. The 𝐹1𝑚𝑎𝑐𝑟𝑜 of 0.73 suggests the model 

underperformed in balance precision and recall compared to others. It misclassified many instances as false 

positives or negatives. It indicated that the model was biased toward one class's performance, leading to 

suboptimal results in detecting fraud.  

 

Table 4. 50% class distribution 
Method AUC GM F1 PR RC 

Baseline 0.64 0.67 0.67 0.71 0.65 

RUS 0.79 0.76 0.75 0.73 0.78 

IHT 0.77 0.74 0.73 0.71 0.76 

ROS 0.81 0.76 0.76 0.73 0.78 

SMOTE 0.75 0.73 0.76 0.77 0.76 

 

Significant differences appear in the results when the distribution is 70%. According to Table 5, the 

models with RUS and ROS performed worse than SMOTE and IHT in terms of 𝐹1𝑚𝑎𝑐𝑟𝑜, precision, and recall 

scores. It indicates that the models did not effectively balance precision and recall and were biased towards the 

majority class, which misclassified minority-class instances as false negatives. 

 

Table 5. 70% class distribution 
Method AUC GM F1 PR RC 

Baseline 0.64 0.67 0.67 0.71 0.65 

RUS 0.80 0.78 0.71 0.67 0.79 

IHT 0.76 0.72 0.75 0.74 0.75 

ROS 0.82 0.78 0.72 0.68 0.79 

SMOTE 0.76 0.74 0.74 0.73 0.76 

 

Although they have high 𝐴𝑈𝐶𝑅𝑂𝐶  and 𝐺 − 𝑚𝑒𝑎𝑛 scores, they may not be optimal as they are not 

effectively identifying positive instances and may have high false rates (FNR). On the other hand, it appears 

that the models with SMOTE and IHT performed well across all evaluation metrics with no significant 

difference between them. It suggests that the models consistently perform across different measures and 

generalize well to new unseen data. 

Meanwhile, when the distribution was increased to 90%, as shown in Table 6, most methods 

underperformed, especially in the model with RUS and ROS. While the 𝐴𝑈𝐶𝑅𝑂𝐶  score of 0.81 and the 𝐺 −
𝑚𝑒𝑎𝑛 score of 0.79 may seem high, but it is essential to note that these scores do not guarantee a good classifier. 

The RUS and ROS techniques prioritized distinguishing between positive and negative instances. However, 

they underperformed in correctly identifying positive instances, as shown by 𝐹1𝑚𝑎𝑐𝑟𝑜, and precision scores 

were less than 0.7. The significant difference in recall score indicates that the models can avoid false positives 

(FP) but fail in avoid false negatives, which may lead to a high rate of missed fraud cases.  

 

Table 6. 90% class distribution 
Method AUC GM F1 PR RC 

None 0.64 0.67 0.67 0.71 0.65 

RUS 0.81 0.79 0.67 0.64 0.8 

IHT 0.76 0.72 0.74 0.75 0.75 

ROS 0.81 0.79 0.69 0.65 0.8 

SMOTE 0.77 0.75 0.72 0.69 0.77 

 

In addition, the Precision-Recall Area Under the Curve (𝐴𝑈𝐶𝑃𝑅) is presented in Fig. 4. 𝐴𝑈𝐶𝑃𝑅 evaluates 

the model's ability to identify positive classes by balancing graphical precision against recall at various 

threshold values. It provides a holistic measure of the model ability to correctly identify positive instances, 

particularly in binary classification tasks where the positive class is rare or imbalanced. The area under this 

precision-recall curve aggregates the model's performance across different trade-offs between precision and 

recall. A higher 𝐴𝑈𝐶𝑃𝑅 value indicates better performance, with a perfect classifier having a 𝐴𝑈𝐶𝑃𝑅 1.0. Based 
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on the figure, all methods performed better than random chance, with scores above 0.5 demonstrating the 

effectiveness of the sampling method in addressing the imbalanced data. The model with SMOTE in 50% and 

70% class distribution achieved higher scores, indicating that these methods effectively balanced precision and 

recall in improve the model's ability to detect positive classes. Further, the model with ROS at 50% distribution 

achieved the highest score among all methods.  

 

 
Fig. 4. Precision-Recall Area Under the Curve 

 

The difference score in each class distribution provides insight into how much the sampling method 

impacts the model's performance. When the class distribution is more balanced (i.e., 50%), non-heuristic 

methods like RUS and ROS are more effective at improving model performance. It is because they did not 

introduce any additional noise or overfitting into the dataset. They can effectively balance the class distribution 

by removing or adding samples without changing the data. In contrast, heuristic methods such as SMOTE and 

IHT underperformed as they introduced noise or overfit in the model. If the synthetic samples are too similar 

to the existing minority class samples, it could lead to the over-representation of specific regions in the feature 

space. IHT methods also focus on removing hard-to-classify samples, which can remove helpful information 

and guide to underfitting.  

 

 
Fig. 5. Receiver Operating Characteristic Area Under the Curve  

 

Fig. 5 demonstrates the effectiveness of RUS and ROS methods, particularly in 𝐴𝑈𝐶𝑅𝑂𝐶   metrics. It 

showed scores close to one, which is the perfect value in 𝐴𝑈𝐶𝑅𝑂𝐶  standard score. RUS and ROS in 70% seem 

to perform better than other methods and give a confidence score. Moreover, this situation can be wrong or 

make the score too optimistic, resulting in a bad performance in real-world cases. In fact, the RUS and ROS 

underperformed because the minority class was even more underrepresented, as shown in inconsistent scores 

across metrics in Table 5. It is more challenging for RUS and ROS to generate representative samples that 

reflect the actual distribution of the minority class. It was because there was limited data to select or remove 

samples randomly. Meanwhile, SMOTE and IHT were more effective and achieved the desired score. Those 
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methods work by generating synthetic samples, which improves the representation of the minority class instead 

of duplication the data. It creates more diverse and balanced data by interpolating between existing minority 

samples. Similarly, IHT can identify the minority sample that is difficult to classify and remove from the 

dataset. It can help reduce the noise and improve the model's overall performance, even if it does not directly 

balance the class distribution.  

When the distribution increased to 90%, most methods performed poorly, likely due to the challenge of 

generating representative samples of the minority class. Fig. 6 shows the 𝐹1𝑚𝑎𝑐𝑟𝑜 scores for the models with 

RUS, ROS, and SMOTE underperformed compared to others. The scores decreased and stacked to around 0.6 

scores. Each sampling methods that reduced more data from the majority class or added more data to the 

minority class were less effective. They have not provided enough data for the model to learn effectively or 

introduced too much noise or overfitting. Interestingly, IHT performed relatively well, as it focused on 

removing samples that were hard to classify. The model can learn more effectively from the remaining data 

and tend to be a more representative sample set for the model to learn.  

 

 
Fig. 6. F1 Score Trend 

 

The model with SMOTE in 70% has demonstrated superior performance, particularly in scoring 

consistency across each metric. It indicates that the model can effectively classify both the positive (majority) 

and negative (minority classes), resulting in balanced and high scores across different evaluation metrics. This 

consistency in performance is noteworthy, as it ensures that the model is not overly optimistic by relying on a 

single metric but instead provides a comprehensive analysis of its ability to detect fraud in the imbalanced 

dataset. This approach of evaluating multiple metrics and observing consistent scores is different from previous 

studies, such as in [15], [17]–[19], which have shown inconsistent scores across different metrics. Considering 

multiple metrics strengthens the analysis of the model’s performance. It provides a more comprehensive 

understanding of its ability to detect fraud accurately, particularly in the imbalanced datasets that are common 

in healthcare fraud detection. It is crucial to accurately predict fraud and non-fraud cases in real-world 

healthcare fraud detection scenarios. However, it should be noted that using a single classifier may not always 

result in the highest scores. The hyperparameter range values must also be tuned based on the specific dataset 

characteristics. Future research could explore using a multiclassifier, which could improve the model's 

performance even further.  

In addition, the analysis of computation time and features that are significantly impacted will also be 

analyzed. As shown in Fig. 7, the ROS and RUS are much faster than IHT and SMOTE. Meanwhile, in Figure 

8, the feature importance analysis suggests that the num_biaya and the num_total_diag_sekunder features were 

the most informative and influenced in detecting fraud claims in the dataset. The num_biaya, or the cost 

features, represent the cost claimed by the healthcare service and are the most informative in detecting 

fraudulent claims in our dataset. Fraudulent claims involve overcharging for medical services or claiming costs 

for services not provided, as found in the EDA process. 

Meanwhile, the num_total_diag_sekunder feature represents the number of patients' specialty hospital 

diagnoses, which is also important because fraudulent claims involve exaggerating the severity or complexity 

of a patient's condition to justify unnecessary treatments or procedures. In addition, other features such as the 

total number of days each patient has, code-based group, gender, location, primary care physician's diagnosis 

code, and severity level also influence the model's performance. Based on the feature importance (Fig. 8), it 

suggests that the preprocessing data improves model performance. 
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Fig. 7. Computation Time 

 

  

Fig. 8. Feature importance Plot 

 

4. CONCLUSION 

This study evaluates the effectiveness of four data sampling approaches in addressing the impact of severe 

class imbalance. This study also identifies the key features, proposes a model evaluation approach, and provides 

insight into how much multiple metrics affect the model performance analysis. The results revealed that in the 

50% class distribution, the ROS and RUS methods outperformed other methods' overall scores for different 

metrics, with ROS having the highest scores for 𝐴𝑈𝐶𝑅𝑂𝐶  score of 0.81, 𝐺 − 𝑚𝑒𝑎𝑛 score of 0.76, 𝐹1𝑚𝑎𝑐𝑟𝑜 

score of 0.76, Precision score of 0.73, and Recall score of 0.78. Meanwhile, in the 70% distribution, the IHT 

and SMOTE methods outperformed other methods, with SMOTE showing the highest score for 𝐴𝑈𝐶𝑅𝑂𝐶 score 

of 0.76, 𝐺 − 𝑚𝑒𝑎𝑛 score of 0.74, 𝐹1𝑚𝑎𝑐𝑟𝑜 score of 0.74, Precision score of 0.73, and Recall score of 0.76. 

Additionally, in the 90% class distribution, the IHT method outperformed other methods' overall scores for 

𝐴𝑈𝐶𝑅𝑂𝐶  score of 0.76, 𝐺 − 𝑚𝑒𝑎𝑛 score of 0.72, 𝐹1𝑚𝑎𝑐𝑟𝑜 score of 0.74, Precision score of 0.75, and Recall 

score of 0.75. 

Based on the overall scores in each distribution, the 70% distribution was more robust, particularly with 

the SMOTE method. However, they had longer computation times due to the data sampling techniques used. 

These models consistently performed well across all evaluation metrics, indicating their ability to generalize 

to new unseen data in both the minority and majority classes. It showed that costs, diagnosis codes, type of 

healthcare service, gender, and severity level of diseases, were necessary for accurate fraud predictions. These 

findings could be valuable for healthcare providers, such as BPJS, to make informed decisions with lower risks. 

A well-performing fraud detection model ensures the accurate classification of fraud and non-fraud cases. The 

findings also can be used by healthcare insurance providers to develop more effective fraud detection and 

prevention strategies.  

However, some limitations offer opportunities for future research. The reliance on a single real-world 

dataset may have biases and limitations. Additionally, the study only focuses on single classifiers and 

traditional machine learning. Therefore, future research could explore multiple datasets from different 

healthcare insurance providers to validate the findings and enhance the generalizability of the results. Future 

research can also explore various classifiers and advanced techniques, such as deep learning or ensemble 

methods for healthcare fraud detection. Lastly, incorporating domain-specific knowledge or external data 

sources could be promising future research to enhance fraud detection accuracy . Furthermore, the proposed 

model evaluation approach and insights into the effectiveness of different data sampling can guide future 

research in developing more robust and accurate fraud detection models for imbalanced healthcare insurance 

datasets. 
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