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Abstract—Distributed Denial of Service (DDoS) is a network
security problem that continues to grow dynamically and has
increased significantly to date. DDoS is a type of attack that is
carried out by draining the available resources in the network by
flooding the package with a significant intensity so that the
system becomes overloaded and stops. This attack resulted in
enormous losses for instifutions and companies engaged in online
services. Prolonged deductions and substantial recovery costs are
additional losses for the company due to loss of integrity. The
activities of damaging, disrupting, stealing data, and everything
that is detrimental to the system owner on a computer network is
an illegal act and can be imposed legally in court. Criminals can
be punished based on the evidence found with the Forensics
network mechanism. DDoS attack classification is based on
network traffic activity using the neural network and naive
Bayes methods. Based on the experiments conducted, it was
found that the results of accuracy in artificial netmnelwol'ks
were 95.23% and naive Bayes were 99.9%. The experimental
results show that the naive Bayes method is better than the
neural network, The results of the experiment and analysis can
be used as evidence in the trial process.

Keywords—DDoS; IDS; neural network; naive bayes; network
Sorensics

. INTRODUCTION

The increasing number of internet users has caused many
sectors to use online systems to provide services to their
clients. This online service is utilized by several sectors such
as education, government, and E-Commerce. Vulnerability in
online service systems has the potential to be attacked by
hackers. Attacks on online services can occur at any time and
need solutions to improve them. The attack that is often
carried out by hackers is distributed denial of service (DDoS).
Kaspersky labs[1] has issued a report on DDoS attacks using
botnets that have occurred in the first quarter of 2018.
Researcher Kaspersky notes that attacks are often aimed at
countries China, the United States, and South Korea because
servers located in the country have the most number of online
services. Based on the Benchmark Cisco 2018 study of the
Asia Pacific Security Capabilities[2]. which states that
Indonesia has the highest percentage in Southeast Asia by
getting attack wamings with the amount of 250,000 - 500.00
per day.

Long-term embezzlement and substantial recovery costs
are additional losses for the company due to loss of
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integrity[3]. The activities of damaging, disrupting, stealing
data, and anything that is detrimental to the system owner on a
computer network is an illegal act and can be imposed legally
in court[4]. Criminals can be punished based on the evidence
found with the Forensics network mechanism.

Attack detection is often carried out using the intrusion
detection system (IDS)[5] by monitoring the network traffic
that is passed. Investigators usually utilize a network
monitoring system such as IDS for forensics purposes, where
analysis is performed using IDS logs and attack notification
systems. Intrusion Detection System (IDS) works by
monitoring and waming of suspicious activities that occur on
the network and immediately reported as a warning. Using an
intrusion detection system is usually done based on a
signature. This causes a lot of errors in detecting attacks due to
changes in network traffic that have an impact on the high
volume of warnings that continue to increase because the data
traffic in the network is not stationary to produce and respond
to warnings that occur[6]. This error occurs due to a lack of
protocol[7] which results in the attacker being able to send
attacks more easily with the Ping, Hping, or LOIC tools[8].
The legacy of the syn protocol in network traffic allows IDS
to frequently detect attacks because DDoS is done using syn
packages.

Signature-based  detection  systems and  attack
notifications[9] are not strong enough to serve as evidence in
trials. A new approach mechanism is needed to analyze and
test the accuracy of DDoS8 attacks that have been detected by
the intrusion detection system (IDS) to strengthen the
evidence. Network packet classification is one mechanism that
can be done to detect DDoS. Machine learning techniques, by
validating network data provided to classify with legitimate
observations based on aé‘na]ics. can be used in the network
forensic process[10]. DDoS attacks through computer
gtworks, especially Local Area Networks (LANs) can be
detected using multi-classification techniques, which is by
combining data mining methods to get better accuracy[11].
Classification using the Neural Network method in analyzing
DDoS attacks can provide 99.6% results based on Hidden
Neural Network Variations[12]. The similar analysis was also
carried out with the Naive Bayes method[13] using the
KDD99 data set to find the highest accuracy of 99.7837%.

Based on the background above, the research was carried
out to determine the process of a new approach in detecting
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and determining the accuracy of DDoS attacks for network
forensic purposes. The study was carried out using a dataset of
the Research Laboratory of the Master of Information
Edheering of Ahmad Dahlan University (LRIS MTIUAD).
A new approach[14] in detdPing DDoS attacks 1s expected to
help develop the ability of Intrusion Detection System (IDS)
to predict the presence of DDoS.

I1.

A. Network Forensics

Basic THEORY

Network forensics[15][16] is the process of capturing,
recording and analyzing network activities to find digital
evidence of an attack or committed crime that carried out
using a computer network so that the perpetrator can be
prosecuted according to applicable law.

B. Artificial Neural Network

Artificial Neural Network[17] is a biologically inspired
computing model consist of various processing elements
(neurons). Neurons are connected to elements or weights that
build the structure of neural networks. ANN has elements for
processing information, namely transfer functions, weighted
inputs, and output. ANN is composed of one layer or several
layers of neurons as shown in Figure 1.

Numberof  Timeinterval  Packet Size
Variance Ve (L

Average Number of
INPUT Packet Size Byte

QUTPUT

Fig. 1. Antificial Neural Networks
c. azi"ve Bayes

Bayes method is used to calculate the probability of an
event’s occurrence based on the observed observation effect.
The Naive Bayes method is a simple probabilistic-based
prediction that rely on the application of the Bayes method
with a sturdy independence assumption[11][18]. The equation
for the Naive Bayes method is:
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P(X|H). P(H)
P(X)

aformation:
X

: Data with unknown classes

P(HIX) = (D

H : Hypothesis X data (a specific class)

PMH|X) . a probability of H hypothesis based on
condition X (Posterior Probability)

P (H) Probability of H Probability (Prior
Probability)

P(X|H) : Probability of X based on the condition of
hypothesis H

P (X) : Probability of X

III. RESEARCH METHODOLOGY

This study uses a classification method that consists of 4
stages as shown in Figure 2.

Traffic Collection Dataset ‘

v

| Network Packet Features ‘

v

Packet Classification
Approach

v

Comparison of ANN and
Naive Bayes Methods

Classification Method.

Fig. 2.
Figure 2 can be explained as follows:

A. Traffics Collection Dataset

Traffics Collection is a stage of generating normal datasets
and attacks on the Ahmad Dahlan University Research
Laboratory network (LRis-UAD) using the Wireshark
monitoring application, then the information is stored in the
.pcap format as in Figure 3.
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M dataser DDoS.pcapng = ) X
File Edit View Go Capture Analyze Statistics Telephony Wirdess Took Help
PR REI«w=zTizEaqan
R |acpis a cisglay Flie - =4 ~ | Expression +
No. Time Source Destraten Frotocel  Length Info = A
1 0.000000 8.253.181.235 192.168.10.111 TP 1514 30 + 58758 [ACK] Seq=1 Ack=1 Win=1351 Len=1460 [TCP. e
2 0.900329 5.253.181.235 192.168.18.111 TP 1514 8@ + 58750 [ACK] Seq=1461 Ack=1 Win=1351 Len-1460 [. S
3 0.000829 B.253.181.235 192.168.10.111 TCP 1514 8@ + 58758 [ACK] Seq=2921 Ack=1 Win=1351 Len=146@ [ ™
4 0.000830 B.253.181.235 192.168.18.111 Tce 1514 88 =+ 50750 [ACK] Seq=2381 Ack=l Win<1351 Lon=1460 [ wuu
5 0.000830 B.253.181.235 192.168.10.111 TCP 1514 80 - 58758 [ACK] Seq=5821 Ack=l Win=1351 Len=126@ [. ~—
£ 0. 000354 152.168.10.111 8.253.181.235 TP 54 50758 - B@ [ACK] Seq=1l Ack=7381 Win=5189 Len=@
7 0.0016638 B.253.181.235 192.168.16.111 TCP 1514 80 - 58758 [ACK] Seq=7301 Ack=1 Win=1351 Len=146@ .
g 0. §.253.181.235 192.168.10.111 TP 1514 80 - 50756 [ACK] Seq=8761 Ack=1 Win=1351 Len=1460
192.168.10.111 8.253.181.235 66 58758 » B [ACK] Seqe=1 Ack=18221 Win=5189 Len=8 SLE..
15 0.004738 5.253.181.235 192.168.16.111 HTTP 1514 Continustion —_—
16 8.9805545 85.253.181.235 192.168.16.111 HTTP 1514 Continuation P
17 A _NANEEAS B _AE3 _A04 _A3E 1A% 188 1A 211 HTTO LELA Canklocon o ¥
Frame 1: 1514 bytes on wire (12112 bits), 1514 bytes ceptured (12112 bits) on interface @
Ethernet II, Src: Routerbo_ad:88:06 (ed:8d:8c:a4:88:86), Dst: AsustekC_79:71:9e (2c:fd:al:79:71:%9e)
Internet Protocol Version 4, Src: 8.253.181.235, Dst: 192.168.10.111
Transmission Control Protocol, Src Port: 89, DSt Port: 56750, Seq: 1, Ack: 1, Len: 1460
" 2c fd a1 79 71 9¢ o4 Bd Bc ok B8 95 08 00 45 0@ ,..¥q... ...... 5. ~
@5 dc f6 bl @@ @@ 3@ @6 ©4 6b 88 fd b5 eb c@ as al@a Wk .
Oa 6F B0 50 c6 3o ea 7f Be 48 0a 18 41 €5 50 1@ .o.P.v.. AH....P.
85 47 14 95 @@ @@ 4B 54 54 50 2f 31 2e 31 28 32 «G....HT TP/1.1 2
v
@ 7 dotaset D0S Packets: 26590 * Displayed: 26590 {100.0%) * Load tme: 0:2.105 | Profie: Defaut
Fig. 3. Traffics Collection Dataset.

B. Network Packet Features

Network Packet Features are stages to extract network
features in the dataset. The goal is to determine specific
patterns in the data. In this case extraction program is carried
out with six features using statistical methods. These features
are:

a) Average value of network packet length in a
predetermined time frame[12].

b) Value the total number of network packages in a
predetermined time frame[12].

¢) The value of the variance of the time lag variable for
the arrival of the network package originating from a
particular [P in a predetermined time frame. The value of the
variance is generated from equation 2[12].
Ztn=0)?

n

Time Variation =

t, = the time the package was received
t = average package time received

d) The variance value of the network packet length
variable that originates from a particular IP in a predetermined
time frame. The value of the variance is generated from
equation 3[12][19].

- . - 2
Packet size variance = fM

pa = length of package received
p = the average length of the package is accepted

e) Package speed values in a predetermined time frame,

calculated by equation 4[12].
1

= w____
Package Speed = np Tend—Toarly
J) Value the total number of data bits in a

predetermined time frame.

C. Packet Classification Approach

1) Artificial neural networks: Classification process on
artificial neural networks by applying hidden layers carried
out by the steps as shown in Figure 4.

DDoS and
rmal Dataset

=

Fig. 4. Neural Network Process.
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a) Take a normal dataset and DDoS dataset at the
Ahmad Inllan University Research Laboratory network.

b) Extract network packages using statisnll methods to
obtain network features, based on 6 inputs: average packet
size, number of packages, variant time intervals, package size
variants, packet levels, and number of bytes.

¢) Use the Tansig, (Tangen Sigmoid), Purelin (Principal
Components) and Trainlm (QuasiNewton), training function
in Matlab.

d) Classification of classification results using accuracy,
mean squared error (MSE), and iteration parameters.

2) Naive Bayes method:. The naive Bayes classification
process is carried out using the statistical method carried out
in Figure 5.

< Start )

Packet Extraction % Packet Features [ Naive Bayes
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a) Take a normal dataset and DDoS dataset at the
Ahmad Inllan University Research Laboratory network.

b) Extract network packages using statistical methods to
obtain network features, namely the average packet size,
number of packages, variant time intervals, package size
variants, packet levels, and number of bytes.

¢) Perform calculations by looking for standard
deviation and threshold based on feature extraction package
data.

d) The classification process for naive Bayes using the
Gaussian training phase was tested with test data to determine
the success of the introduction of DDoS attacks as predictions.

D. Comparison of ANN and Naive Bayes Methods
Comparison of artificial neural network and naive Bayes
methods is done to classify and test the best accuracy that can
be used in the process of verification in the court. The use and
comparison of methods can be carried out as a process of
approach to network forensic analysis on DDoS attacks.

I'V. RESULT AND DISCUSSION

¥ =5
T Classification A. Pre-Processing
DDos, s Pre-processing data conducted by extracting normal and
oAl f____l___%_ DDoS datasets with the format. pcap to be .csv so that the
(’ Finish "‘) statistical calculation process can be performed. The
e ___& extraction process can be presented in Figure 6.
Fig. 5. Naive Bayes Process.
File Edit View Go Capture Analyze Statistics Telephony Wireless Tools Help
Open Ctrl+0 ET 82 aAqQqH
Open Recent 4
Merge... Destination Protocol  Length Info
ot fom HexDup. s 1503500 9 [1c> oup A
Close Ctrl+W 192.168.10.111 TCP 1514 80 - 50749 |
192.168.10.111 TCP 1514 80 - 50749 |
Save Ctrl+S 5.253.181.2 @ | TCP Dup A
e e Cirl+ Shift+S 192.168.10.111 1514 8 9749
File Set > 192.168.10.111 1514 8@ - 508749
Export Specified Packets... 192.168.10.111 TCP 1514 8@ -+ 50749 |
Export Packet Dissections » As Plain Text
- b TCP 1514 80 - 50749 |
Export Packet Bytes.., Ctrl+H As CSV... TCP 1514 80 + 50749 |
Export PDUs to File... As "C" Arrays... TCP 1514 80 -+ 50749 |
Ciomnch OO Cansinm W TCP 1514 80 = 50749 |
Fig. 6. Extracting pcap Format Into .csv Format.
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B. Packet Extraction

Packet extraction conducted by using 2014b Matlab
environment that runs on Windows 10 64-bit. The training
process on ANN and naive Bayes was carried out using 70
DDoS data and 30 Normal Data. Testing process is conducted
using 20 data logs on the intrusion detection system (IDS).
Data processing is conducted by determining feature
extraction based on statistical calculations[6][19]. The
summation is conducted by using a fixed moving average
window|[20] with a duration of 3 seconds and a 5-second
pause with 6 inputs based on the average packet size, number
of packages, variant time intervals, package size variants,
packet levels, and number of bytes. The quantification process
aims to characterize network activity characteristics within a
span of time and facilitate the process of training and testing
data classification with neural networks. Feature extraction
results can be seen in Table 1.

TABLE L. FEATURE EXTRACTION USING STATISTIC

Averag | , Time Packet 2

[ ﬂbe interval | size Packet :s:{mbe

['tﬂ['k&‘l pa b varmanc yvarianc rate bytes

SIEe (4 (4

L4

IN""““ 641561 | 2962 146844 | 685999 “:‘ 9425 | 190030
DDoS | 553674 | 3199 142005 | 637087 2787“ 177120

- Algorithms

I Training:
3  Performance:

] Calculations: MATLAB

Levenberg-Marquardt (trainim)
Mean Squared Error (mse)

Vol 9, No. 11, 2018

Table 1 shows that the range of data values in the network
features looks quite large. While the DDoS package after its
feature extraction produces values that tend to be monotonous.
It can be seen that the difference in data value on the feature
extracted from the DDoS package looks quite small.

C. Training and Testing Process on Neural Networks

Training for each variation of artificial neural network
architecture in this study is using the Tansig, (Tangen
Sigmoid), Purelin (Principal Components) and Trainlm
(Levenberg-Marquardt) functions. The purpose of a variety of
training functions that provide the highest accuracy in
recognizing normal traffic and attacks. Processing of the
training process is done using the Matlab program.

The implementation of network package classification
training from the method applied using the number of neurons
(30-20-1) schctnwi th Epoch 100 (iteration) and with an MSE
value of 0.001. Distribution ofdscts for training, validation,
and testing is done randomly to avoid bias in the sample
pattern. The training process in the hidden layer is done using
the sigmoid function. The basic parameters used in the
training process are time = 100, function performance = mse,
goal = le-6, maximum failure = 6, minimum gradient = 1.00e-
7. 1.00e + 10. All variations of ANN are trained until the error
performance function the mean square error (MSE) is less
than 0.001. As presented in Figure 7.

The performance of neural networks after being trained is
able to produce a regression value of R-test 0.99 which means
that the connection weights between neurons in each layer of
neural networks have been able to provide optimal results in
recognizing input data pattems. The results of the regression
value can be seen in Figure 8.

| rProgress

] Epoch: o B 7 iterations | 100

1 | Time | 0:00:06 |

" Performance: 1.69 4.01e-07 1.00e-06

| Gradient 696

1.00e-07
1 Mu 0.00100 1.00e-08 1.00e+10
| Validation Checks: 0 | 0 | 6
Fig.7. Training Process on Neural Network.
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Outputs vs. Targets, R=0.99995

< Data Points
Best Linear Fit

08F

06

0.4¢

02

Qutputs Y, Linear Fit: Y=(0.99)T+0.0054)

-02

o 02 D4 06 08 1
Targets T

Fig. 8.  Results of the Regression Value.

Testing on the neural network is carried out using 20 log
data on the IDS to see the DDoS accuracy value. The results
of the tests that have been conducted show that the logs stored
on the IDS system are detected as DDoS attacks with an
accuracy value of 95.23% as shown in Figure 9.

A = *
Q2 a6 -
| filename mean bength jumish paket| devier waktu deviasi length kecepatan paket  bit Klasifika
| 1 Jog1501001784 cow S45.2008 20 137 EM200 8008500 183ENSID0OS A

2 by 1505141048 cov §16.0287 % 13078 6195044 09522 1553568 D0oS
3 log 1501003257 cav 5129871 ) 14304 B19.4812 S50.8058 1409605 DO0S
|4 mguomzeiess sz 2 16543 G2500M4 9312971 1554089 DO0S
|5 Jog 1505141010 eaw §15.9185 % 1323 619588 6788599 1547234 D005

§ log.1505141020.c0v sH4T =0 127485 6242579 BA5.8432 1572727 DOOS
| 7 log 105141022 00 5126851 252 13351 &22510 SATA205 1359641 D06S
8 bgisosumzses  sweem 9 omm emesn #8126 181833 0005

9 _Jog 1508141028 csv 308233 290 11208 EMTSES 734277 1591939 D005
| 10 Jog 1505141035 8 234812 755 175 EMSH 7534757 1569920 D085

11 log 1505141036 cov S12.1854 ] 11417 £20.5801 BSA4ETE 1550500 DO0S
| 12 jog1sostatodiesy  szme1z 299 1200 6310700 TSAT204 1568307 DOOS
| 13 Jog1501001485 cav 5416826 259 13673 smeew 8536271 1624808 D005

14_log 801001488 cav 99,8890 F- 10889 B0S38S) 6386633 1499187 D005

15 Jog 1501001714 cav 528 5455 255 13846 6273585 6792370 1585120 D005
16 log1S010017H8.cov 5200408 260 10778 6213330 8744280 1582301 DOOS
| 17 Jog1s01001730.caw 5525792 259 13841 6415340 TSBTTH 1657185 DOeS

18_Jog 1501001756 cav 5156295 F=-1 10708 e17.5e% 040504 1546372 D005
1 oo S010017ES cev 53R 4RTA ) DAV ROVSARY 41837 (SRMISD0GS ¥

< >

Akurasi Newral Network

952381 %

Fig. 9. Classification Results using Neural Network.

Figure 9. Shows that 20 IDS logs tested using artificial
neural networks fall into the DDoS category.

D. Training and Testing Process using Naive Bayes

The naive Bayes extraction process is carried out by
processing feature extraction on normal data and DDoS data
using statistical calculations. Normal extraction and DDoS
results are stored with file name featureall made as input data.
Extraction results are processed by looking for probability
values and standard deviations in DDoS8 data and normal data
as shown in Figure 10. Data processing is done by loading
feature all, where feature all contains the results of normal
data extraction and DDoS data.

Vol 9 No. 11, 2018

%% load feature
load featureall
% Train
%% prob
=0,
i=0;
clast=featureall(:.end):
for k=1:size(clast, 1)
d=clast(k.:);
if d==0
f=f+1;
else
=t
end
end
probal =f/(f+)),
proba2=j/({+),
proba=[probal,proba2];

%% mean & std | 0= Normal & 1= DDo8
mO=mean(featureall{1:5.1:end-1))
sO=std( featureall(1:5.1:end-1))
ml=mean(featureall{6:end. 1:end-1))

s |=stdifeatureall(6:end. 1:end-1))

Fig. 10, Probability Formulas and Standard Deviations,

The formula in Figure 10 shows the probability value in
DDoS = 0.5232 and Norm&: = 04767 is found. Average
values on DDo8 and Normal can be seen in Table 2.

TABLEII. AVERAGE VALUE OF EXTRACTION PACKAGES
Time Packet

Average ( Number interval | size Packet Number

packet of s e ] byt

srd ks eansu'u: eansu'u: ra of bytes
Nor | 7.54541 L.6816E | 1.02094 | 6.85827 | 3.43983 | 1,25262
mal E+14 14 E+14 E+14 E+14 E+14
DDo | 649411 | 230874 118789 | 654486 | 6.,06509 | 138847
5 E+14 E+14 E+14 E+14 E+14 E+14

The results of the standard deviation values in Figure 10
are presented in Table 3.

TABLEIIL  STANDARD VALUE OF EXTRACTION PACKAGE DEVIATION
Time
Average | Number | inter Paclet Packal Nomben
packet of val size =g e
size packets varia | variance "
nece
Nor | 940058 106763 | 0425 | 151057 | 2,15221 8.01087
mal E+14 E+14 49 E+14 E+14 E+14
DDo | 1.40532 107386 | 0320 | 339475 | 692154 5.89783
N E+14 E+14 42 E+14 E+14 E+14

The test is carried out using 20 log data on IDS that have
been extracted using statistical formulas. Extraction results are
stored with the featurewji file name as test data. The training
and testing were carried out using the naive Bayes Gaussian
method[11] with a formula which can be seen in Figure 11.
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load featureuji

%% Test

for ii=1:size( featureuji, 1)
x=Featureuji(ii, l:end-1);

%% normal
m = mf;

o 50:
a- normpdfi(x,m,s);
=i
for i= L:size(Y,1)
L (V3
end
v1=y*proba(:, 1),

%% serangan / DDoS8
m=ml;
s=sl;

a “normpdf(x,m.s);
y=1;
for i= L:size(Y,1)
YoyrY(
end
v2=y*proba(:,2),

if y1=y2
Cl1=0,
else
Cl=1;
end
C2=y1y1+y2)
C3 ..}.2,.-(}.1 ...).-2)

anew(ii, )=Cl:
end

Fig. 11. Naive Bayves Training and Testing.

The testing conducted shows an accuracy value of 99.9%
was found. As presented in Figure 12.

1 1 1 =,
PRUOOKEELT 0 1 | /akurasi = \
0.1000 0000 0
45 45 4 9.6 &
8507 double 0 a5

i » ik so——-"

Fig. 12. Classification Results using Naive Bayes.

V. CONCLUSION AND FUTURE WORK

The experiments carried out concluded that attack
information that has been detected by signature-based IDS
needs to be re-tested for accuracy using classification with
statistical calculations. The test is done by an artificial neural
network and naive Bayes. Based on the analysis and testing
conducted, it was found that the accuracy of the artificial
neural network was 95.2381% and naive Bayes was 99.9%.
Based on experiments carried out shows that the naive Bayes
method is better than the neural network method. Methods of
artificial neural networks and naive Bayes can be applied in
the field of network forensics in determining accurate results
and help strengthen e\nsnce in the court.

Further, research will be conducted improved on other
parameters such as increasing sample size input patterns

Vol 9 No. 11, 2018

presented to the network, variations of hidden layers, reduce
the target error and use more tEZing methods. Perform
testing using other classification methods such as Support
Vector Machine (SVM), K-Means to get better accuracy so
that it can be presented in court.
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