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Abstract. Fuzzy Subtractive Clustering (FSC) is a technique of fuzzy clustering
where the cluster to be formed is unknown. The distance function in the FSC method
has an important role in determining the number of points that have the most
neighbors. Therefore. this study uses several distance functions. The results obtained
indicate that the DBI results indicate that the Euclidean distance has a good cluster
evaluation result in the number of clusters 4. Meanwhile, for the PC value the
combination of the Minkowski Chebysev distance produces a good PC value in the
number of clusters 2.
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1. Introduction

The classification method by applying the similarities between data in certain dataset
15 called clustering technique. The intention of this process is to determine certain pattern
in the dataset by separating data into few number of clusters [1]. Clustering has basic
concept where data in the same cluster will have high level of similarities and low level
of similarities towards data in different cluster [2].

Clustering method which based on the classification with the application of fuzzy
set membership degree is known as fuzzy clustering. The probability of the data to be
included in one cluster is not absolute, which means data can be included as the member

of one or natc; clusters [3].

Fuzzy Stibtractive clustering is one of the fuzzy clustering method where the cluster
created through this method is still unidentified [4]. This method does not apply the
membership matrix which initialized randomly [5]. The basic concept of this method is
determining the cluster centroid through searching the data coordinate which have the
most density and number of neighboring coordinates. The density of the coordinates
which already selected as the cluster centroid will be reduced so that this coordinate will
be ineligible to become the next cluster centroid. Then, algorithm will run again to
measure the density and the number of neighboring coordinate in each data to be selected
as the next cluster centroid. This iteration will be applied until all of the data in the dataset
1s tested [6].

There are already many research which studied FSC as its main topics. One previous
research ich worked by [7] applied FSC to classify Wavelet adaptive nerves to
improve low-cost and high speed INS/GPS navigation system. Then, FSC was also used
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by [8] to do grouping and is used by [9] to perform i’uzmilscd classification.
Furthermore, FSC also applied by [10] to do a classification of ad hoc mobile network
based on the akaike information criteria and used by [11] to make predictions on the
stock market.

Fuzzy subtractive clustering method requires the distance similarity measurement to
determine the number of coordinates which have the most neighboring dots. The most
common applied distance parameter to determine the similarity measurement is
Euclidean distance. Aside from Euclidean distance, Minkowski distance also had been
applied by [12] to do an optimization. Furthermore, Hamming distance also had been
applied by [13] to detect malware in android. In addition to that, Minkowski-Chebisev
combination distance also had been worked on by [14] to do a classification with KNN,
by [15] to do clustering with FCM on categorical data, and by [16] to do clustering with
FCM by applying dimension reduction through PCA. Based on these statement, we
decided to apply fuzzy subtractive clustering method with the application of few distance
function parameter. Then, the results of the cluster evaluation are used to determine
which cluster has good quality.

2. Method

The method applied in this research is Fuzzy Subtractive Clustering with the application
of few distance functions, such as Euclidean distance, Minkowski distance, Hamming
distance, and Minkowski-Chebisev combination distance. Data simulation applied in this
research is worked through Phyton programming language.

2.1, Fuzzy Subtractive Clustering (FSC)

Fuzzy Subtractive Clustering in literature [17] defined as one of the clustering method
where the applied algorithm is considered as supervised algorithm. The number of cluster
which will be created is initially unidentified, so it is necessary to do a radius simulation
for actaring the expected clusters. There are two C()neu‘ison factors applied in FSC,
which are accept ratio and reject ratio valued between 0 to 1. Accept ratio is the lower
limit where certain data coordinates considered as ca;ler centroid candidate is allowed
to be defined as cluster centroid. In the other hand, reject ratio is the upper limit where
certain dacoordimllcs considered as cluster centroid candidate is prohibited to be
defined as cluster centroid.

Thca:ll't 3 criteria which can occur in FSC method, there are:

e If ratio > accept ratio, then the data coordinate is accepted as new cluster
centroid.

e Ifreject ratio < ratio, then the data coordinate will be accepted as new cluster
centroid only if this new data coordinate is located far enough with the other
cluster centroid. Thisinimum distance requirement can be measured through
the addition between the ratio aj the closest distance of this data coordinate to
other existing cluster centroid. If the result of the addition between the ratio and
the closest distance of the data coord ilﬂt to other existing cluster centroid is <
L. then this analyzed data coordinate will not be accepted as the new cllaer
centroid. This data coordinate also won’t be reconsidered to become the new
cluster centroid (the potential value of this data will be set to 0).




e Ifratio < reject ratio, then there will be no another data coordinate which will
be considered as the new cluster centroid. This means that the iteration process
will be terminated.

2.2, Fuzzy Subtractive Clustering Algorithm
¢  Determining the parameter value which will be applied, such as radius (r),

squash factor (g), accept ratio (ar), and reject ratio (rr).
¢ Transforming data into fuzzy nﬂnber through this following equation [18]:
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Where a and b are the lowest and highest value from the data.

. Determining the potential value of each coordinate D;; i = 1,2,3, ..., n through
this following equation:

arai\2
D; = i ) @
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Where D; is potential data i.
¢ Measuring the maximum value on each iteration and the Ratio number (R) with
this following equation:

R=— (3)

e Testing the appropriateness of the cluster centroid candidate with 3 criteria
which already mentioned before. Specifically for condition 2, to determine
whether the data coordinate is fit to be considered as cluster centroid or not, this
following equation needs to be applied.

Sdy = S (M]z @)
r

=1

With k = 1,2, ..., p and p = the number of clusters. Sdy, is the distance between
the coordinate of the cluster centroid candidate and the previous cluster centroid.
V; and Cy; eu&he cluster centroid candidate and the cluster centroid of & in
variable of j. If (Md < 0) or (5§d; < Md), then Md = Sd,.

Mds = VMd;

Where Mds is the closest distance between the cluster ccmr()i(aemdidelle and
other existing cluster centroid. If (ratio + Mds) = 1,then the cluster centroid
candidate is accepted as the new cluster ccnid. While if jika (ratio +
Mds) < 1,then the cluster centroid candidate is not allowed to be defined as




2
the new cluster centroid gd will not be reconsidered to be the new cluster
centroid (the potential value of this data will be set to 0)
*  When the new cluster centroid is acquired, the subtraction of the potential value
of the data around the previous cluster centroid will be initiated through this
following equation [17]:
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D} = Datapotential of -i in iteration of-t.
D' = Data potential of -i in iteration of-(t-1).
D = Data potential of -k in iteration of-i.

Cki

Cy; = Cluster centroid of -k in variable of —j.

X;; = Data-i in variable -j.

r = Radius.

q = Squash factor.

. Measuring the value of sigma cluster on each variables by applying an equation as
follows [17]:
r* (Xmax = Xin,
%:411:1,2, m (6)
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aj = Sigma in variable of-j.

Xmax,- = The maximum value in variable -j.

Xm;n}. = The minimum value in variable -j.
. Measuring the membership degree by applying equation (9) as follows:
oy
_ym (’fu_ k})
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‘Where pt, is the membership value of cluster k on data [ and x;; is data of i on
variable of j.

2.3. Distance Function
There eu‘ﬁew distance function applied in this research which are:
Euclidean distance

Euclidean distance is the most common and used distance. This distance is
defined for x and y coordinate as [19]:

deuciidean (X, ¥) =

(8)
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‘Where X, and Y. ge the value of x and y on dimension n. This distance
considered as the standard distance applied for fuzzy C-means clustering
method.
Minkowski distance
MInkowski distance 1s defined as [20]:

Ainin kowski (0 X, Y) = 9

With p is the minkowski parameter. In Euclidean distance, (p = 2). As for in
Manhattan distance and Chebisev distance, (p = 1) and (p = =) respectively.
The metric condition of this function is fulfilled as long as p = 1.

Hamming distance

Hamming distance in [18] is defined as:
dhamming(0.¥) = It =yl k=12,..,n (10)

With x;. and yy, are the value for x dan ¥ in n number of data.
Minkowski-Chebysev combination distance

Minkowski-Chebisev combination distance is defined by [14], [16] as:

P
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With t; and t, are the weight, and x,, and y,,, are the value of x and y in
m number of data.

2. 4. Cluster Evaluation

Evaluation cluster is applied to measure how good the quality of the formed cluster
centroid. The cluster evaluation methods applied in this research are described as:

Partition Coefficient (PC)

This cluster evaluation is invented by [21] to evaluate the data membership
value on each cluster. The higher the value of PC (close to 1) indicate that the
quality of the formed cluster is better. The partition coefficient for this research
is conducted through this following equation:

1 N K
re=o( > u )
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g’hcr& N is the number of research objects, K is the number of clusters, and
is the membership degree in i with the cluster centroid j.
1

. gavies Bouldin Index (DBI)
Davies Bouldin Index (DBI) is one of the method to measure the cluster validity
in clustering method. The objective of this method is to maximize the distance
between clusters and minimize the distance between data in the same cluster.
The formed cluster will have good quality of cluster if the DBI value is
minimum or close to 0 [16]. The equation of this cluster evaluation method is
defined as follows:

1 c
DBI = EZ maxi.;(Ri;) (6)
i=1
With
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1
S55W; = EZ d(IJ', Ci) (8)
J=1
SSBi; = d(cicj) 9)
dimana:

m; = the amount of data in the i-th cluster
¢; = center of cluster 1
¢j = ]jcluster

d(xj, Ci) = data distance with cluster center

3. Result and Discussion

The data applied for the simulation in this research is a hypertension data taken from one
of the health center in Yogyakarta. There are total of 100 data with 5 main variables,
which are X (age), X> (gender), Xz (systolic pressure), X (diastolic pressure), and Xs
(body weight). Clustering process with FSC will resulting in an output of few different
formed clusters. The distance function applied in this research are Euclidean distance,
Minkowski distance, Hamming distance, and Minkowski-Chebisev combination
distance. The result of the dataset which transformed into fuzzy number is illustrated as
follows:

Table 1. Fuzzy number result

X, X, X3 X, X
U] 1] 04609 0.1289 04018
0.3913 1 05516 04785 0.1468




0.5734 0 0.3775 0.2862 0.6813

Next, the data in table 1 will be processed by FSC method. In this research, radius
simulation is needed to determine how many clusters are able to be acquired. The
simulation result from few number of radius is illustrated in table 2 below.

Table 2. The cluster resulf for each distance function

Distance Radius Number of formed Time
cluster
107 2 047

Euclidean 083 3 057
067 4 071

1.35 2 042

Minkowski 125 3 063
102 4 090

097 2 039

Hamming 0.79 3 062
072 4 085

16 2 043

Minkowski-chebysev 131 3 0.66
112 4 0.78

The application of Euclidean distance resulting in the creation of 2 clusters with radius
1.07, 3 clusters with radius 0.83, and 4 clusters with radius 0.63. In Minkowski distance,
there are 2 clusters, 3 clusters, and 4 clusters formed with the radius 1.55, 1.25, and 1.02
respectively. As for Hamming distance, there are 2 clusters, 3 clusters, and 4 clusters
formed with the radius 0.97, 0.79, and 0.72 respectively. Lastly, the application of
Minkowski-Chebisev combination distance resulting in the formation of 2 clusters, 3
clusters, and 4 clusters with the radius 1.6, 1.31, and 1.12 respectively.

Running time for each distance has a different time. Based on Table 2, in general the
Euclidean distance has less running time than the other distances. This can be seen in the
number of clusters 3 and 4 at the Euclidean distance each takes 0.57 and 0.71.

Furthermore, all of the cluster which already formed through the distance function are
evaluated through the application of Partition Coefficient (PC) and Davies Boulding
Index (DBI). This evaluation process is necessary to observe which cluster can be
considered as high quality cluster. The output value of PC and DBI evaluation process
can be observed in Figure 1 to Figure 3.
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Figure 1. PC and DBI value comparison for 2 formed clusters

Figure 1 illustrate the comparison between the PC and DBI value for 2 formed clusters
in each distance function. Based on the figure 1 above, the PC value for Euclidean
distance, Minkowski distance, Hamming distance, and Minkowski-Chebisev distance
are 0.5987, 05804, 0.5369, and 0.6135 respectively. While the DBI value for each
distance function are 0.0193, 09786, 0.0804, and 09621 respectively.
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Figure 2. PC and DBI value comparison for 3 formed clusters

Comparison of the PC and DBI value for 3 formed clusters in each of the distance
function is depicted in figure 3. The PC value in the application of Euclidean distance,
Minkowski distance, Hamming distance, and Minkowski-Chebisev distance are 0.5008,
04778, 04801, and 0.5319. As for the DBI value in these four distance function are
0.0024,09786,0.9524, and 0.5234 respectively.
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Figure 3. PC and DBI value comparison for 4 formed clusters

Figure 3 shows the comparison of PC and DBI value for 4 formed cluster in each of the
distance function. The PC value in the application of Euclidean distance is 0.5351,
Minkowski distance is 0.3182, Hamming distance is 0.5473, and Minkowski-Chebisv
distance 1s 0.4867. Furthermore, the DBI value for Euclidean distance, Minkowski
distance, Hamming distance, and Minkowski-Chebisev distance are 0.0014, 0.5472,
0.8006, and 0.5086 respectively.

In this study, the proposed method will produce clusters with different radii for each
distance used. The radius values must be simulated one by one to get the desired number
of clusters.

4. Conclusions

This research provides the study on the application of Fuzzy Subtractive Clustering
which implemented on 4 different distance function, Euclidean distance, Minkowski
distance, Hamming distance, and Minkowski-Chebisev distance. The acquired clusters
then evaluated through the application of Partition Coefficient (PC) method and Davies
Bouldin Index (DBI) method. In this research, the DBI result in the application of
Euclidean distance provides good cluster evaluation value for the 4 formed clusters with
DBI 0.0014. This conclusion is suitable with the criteria in DBI where the lower the DBI
value (close to 0), the better the quality of the formed cluster. From the PC cluster
evaluation, the best quality cluster created in the application of Minkowski-Chebisev
distance for the two formed clusters wit 6135 PC value. This conclusion also based
on the criteria where the higher the PC value (close to 1), the better the quality of the
formed cluster. In future research, it can be done by simulating at another distance with
several data sets.

References

[1 A. C.Rencher and W. F. Christensen. Methods of Multivariate Analysis. Wiley, 2012,

[21 R.Sharma and K. Verma, “Fuzzy shared nearest neighbor clustering,” fnt. J. Fuzzy Syvsi..vol. 21, no.
8. pp. 2667-2678, 2019, doi: 10.1007/s408 15-019-00699-7.

[3] J. 5. R Jang, C. T. Sun, and E. Mizutani, *Neuro-Fuzzy and Soft Computing-A Computational

Approach to Learning and Machine Intelligence [Book Review),” IEEE Trans. Automat. Contr.. vol.
42, no. 10, pp. 14821484, Oct. 1997, doi: 10.1109/TAC.1997.633847.

[4] K. Benmouiza and A. Cheknane, “Clustered ANFIS network using fuzzy c-means. subtractive
clustering, and grid partitioning for hourly solar radiation forecasting,” Theor. Appl. Climatol., vol.




(51

[6]

[71

(81

191

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]
[18]
[19]
[20]

[21]

137, n0. 1-2, pp. 3143, 2019, doi: 10.1007/s00704-018-2576-4.

S. Zeng, S. M. Chen, and M. O. Teng, “Fuzzy forecasting based on linear combinations of
independent variables, subtractive clustering algorithm and artificial bee colony algorithm,” Inf. Sci.

(Ny ). vol. 484, pp. 350-366, 2019, doi: 10.1016/jins.2019.01 071

M. Ghane'i Ostad, H. Vahdat Nejad, and M. Abdolrazzagh Nezhad. “Detecting overlapping

communities in LBSNs by fuzzy subtractive clustering,” Soc. Nemw. Anal. Min.. vol. 8. no. 1. pp. 1-
11, 2018, doi: 10.1007/s13278-018-0502-5.

E. S. Abdolkarimi and M. R. Mosavi, “Wavelet-adaptive neural subtractive clusterdng fuzzy

inference system to enhance low-cost and high-speed INS/GPS navigation system,” GPS Sofut.. vol.
24, no. 2, pp. 1-17, 2020, doi: 10.1007/s10291-020-0951 -y.

S.M. M. Alam and M. H. Ali, “A new subtractive clustering based ANFIS system for residential

load forecasting,” 2020 IEEE Power Energy Soc. Innov. Smart Grid Technol. Conf. ISGT 20202020,
doi: 10.1109/ISGT45199.2020 90876353

H. Salah, M. Nemissi, H. Seridi, and H. Akdag. *Subtractive Clustering and Particle Swarm
Optimization Based Fuzzy Classifier,” Inr. J. Fuzzy Syst. Appl..vol. 8, no. 3, pp. 108-122, 2019 . doi:
10.4018/ijfsa 2019070105,

L. Banteng, H. Yang, Q. Chen, and Z. Wang, “Research on the subtractive clustedng algorthm for
mobile ad hoc network based on the akaike information criterion,” Inr. J. Distrib. Sens. Networks,
vol. 15, n0.9,2019, doi: 10.1177/155014771987761 2.

S. K. Chandar, “Stock market prediction using subtractive clustering for a neuro fuzzy hybrid
approach,” Cluster Compui., vol. 22, no.s6, pp. 13159-13166, 2019, doi: 10.1007/s10586-017-1321-
6.

H. Xu, W. Zeng, X. Zeng, and G. G. Yen, “An evolutionary algorithm based on Minkowski distance
for many -objective optimization,” I[EEE Trans. Cvbern., vol. 49, no. 11, pp. 39683979, 2019, doi:
10,1109 TCYB.201 82856208,

R. Taheri, M. Ghahramani, R. Javidan, M. Shojafar, Z. Pooranian, and M. Conti, “*Similarity-based
Android malware detection using Hamming distance of static binary features,” Furur. Gener. Comput.
Syst., vol. 105, pp. 230247, 2020, doi: 10.1016/).future 201911 034,

0. Rodrigues, “Combining minkowski and cheyshev: new distance proposal and survey of distance
metrics using k-nearest neighbours classifier,” Pattern Recognit. Len., vol. 110, pp. 66-71, 2018,
doi: 10.1016/].patrec 2018.03.021.

P. Noviyanti, Fuzzy e-Means Combination of Minkowski and Chebyshev Based for Cate gorical Data
Clustering. Y ogyakarta: Universitas Ahmad Dahlan, 2018

S. Surono and R. D. A. Puiri, “Optimization of fuzzy c-means clustering algorithm with combination
of minkowski and chebyshev distance using principal component analysis,” Inr.J. Fuzzy Svsr., 2020,
doi: 10.1007/540815-020-00997-5.

S. Kusumadewi and H. Purnomo, Aplikasi logika fuzzy wniuk pendukung kepurusan. Yogyakarta:
Graha llmu, 2010,

K. Rezaei and H. Rezaei, “New distance and similarity measures for hesitant fuzzy soft sets,” vol.
16, no. 6, pp. 159-176.2019.

G. Gan, C. Ma, and J. Wu, “Data clustering: theory, algorithms, and applications,” See. Ind. Appl.
Math., 2020,

T.Brnello, D. Bianchi, and E. Enrico, Infroduction To Computational Neurobiolo gy and Clustering

Singapore: World Scientific Publishing, 2007

1.C.Bezdek, Pattern recognition with fuzzy objective function algorithms. New York: Plenum Press,
1981,




hasil cek-Implementation of Several Distance Function on
Fuzzy Subtractive Clustering

ORIGINALITY REPORT

12, 2. 106 2u

SIMILARITY INDEX INTERNET SOURCES PUBLICATIONS STUDENT PAPERS
PRIMARY SOURCES
journal.uad.ac.id 3
Internet Source %
P Laras Sakti Cahyaningrum, Nursyiva 20/
0

Irsalinda. "Indonesian community welfare
levels clustering using the fuzzy subtractive
clustering (FCM) method", Journal of Physics:
Conference Series, 2019

Publication

Imam Djati Widodo. "Fuzzy subtractive 20/
clustering based prediction model for brand ’
association analysis", MATEC Web of
Conferences, 2018

Publication

Annisa Eka Haryati, Sugiyarto. "Clustering with 1
o . %
Principal Component Analysis and Fuzzy
Subtractive Clustering Using Membership
Function Exponential and Hamming Distance",
IOP Conference Series: Materials Science and
Engineering, 2021

Publication




o

Submitted to Universitas Brawijaya
Student Paper

T

www?2.siit.tu.ac.th

H Internet Source <1 %
Mukul Majhi, Arup Kumar Pal, SK Hafizul

<l%
Islam, Muhammad Khurram Khan. "Secure
content - based image retrieval using
modified Euclidean distance for encrypted
features", Transactions on Emerging
Telecommunications Technologies, 2020
Publication

E Lecture Notes in Computer Science, 2010. <1
Publication %
link.springer.com

n Internetgurceg <1 %
Www.springer.com

InternetSoEice g <1 %

C. Rajkumar, S.K. Mahendran. "Enhanced key <1 y
frame identification and background ’
subtraction methods for automatic license
plate recognition of motorcyclists without
helmets", Materials Today: Proceedings, 2021
Publication

Shouzhen Zeng, Shyi-Ming Chen, Mario <1 o

Orlando Teng. "Fuzzy forecasting based on
linear combinations of independent variables,



subtractive clustering algorithm and artificial
bee colony algorithm", Information Sciences,
2019

Publication

journals.sagepub.com

Internet Source

<1%

Exclude quotes On Exclude matches Off

Exclude bibliography On



