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Abstract

Optimization is applied to determine the maximum (mﬁnimum value of function. In this research,
optimization is applied to fuzzy membership function from Fuzzy Support Vector Machine (FSVM) algorithm. SVM
is one of the methods that effectively works in data classification. One of the main problems in this method is its
inability to work effectively in high numbers and complex data because of its sensitiveness to outliers and noises. To
overcome this problem, this method needs to be combined with fuzzy logic. A suitable selection on the membership
function is necessary to provide the effectiveness of the performance of the FSVM algorithm. This research studied
the effectiveness of the new melh(a)f the membership function optimization based on the distance-based similarity
measure with the application of Euclidean distance, Manhattan distance, Chebyshev distance, and Minkowski
distance. The objective of this research is to determine the best distance function that able to optimize the FSVM
classification process. Four proposed FSVM models and SVM normal are chosen as the comparison references. The
result of the study shows that the applied method is effectively able to diminish the noise effect and increase the
classification accuracy. FSVM with the Chebhysev distance matrix provides the highest accuracy percentage in 94%

and the penalty parameter in 1000.
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1. Introduction

Classification is a grouping method based on
the characteristics of the classification object. The
most advanced and discussed classification method in
the last decade is Support Vector Machine (SVM). It
occurs because this method has a wide variety of
applications and able to provide high performance in
the generalization process. In the study conducted by
[1], the SVM method, ANN, KNN, fuzzy logic, and
RF (Random Forest) are applied for the classification
driving model. The result of this research shows that
SVM had the highest accuracy level in 96%. On the
other study worked by [2] and [3], SVM had also
proven to be able to provide high generalization
performance and improve the level accuracy better
than the other melh()ds the real world, the SVM
method can be applied in many sectors, such as text
categorization [4] [5], speech recognition [6],
bioinforifgdcs [7], network security [7], etc.

SVM was introduced by Vapnik in 1995 [8]
[9]. The theory of this method was based on structural

risk minimization. SVM method is considered as one
of the advanced supervised algorithm method that
work to determine the classification model or the
optimum group of separation from the classification
data that trained in certain algorithm to divide the
dataset two or more clusters. Steve Gunn stated
that the objective of the SVM method is to find the
optimum global solution by mapping the training data
to the high dimension space for then the cluster that
able to melximiz@e margin between two classes is
determined [10]. Margin is defined as the distance of
the support vector towards the hyper-plane. Support
vector is the pattern of each of the clusters that have
the nearest distance to the hyper-plane.

In complex problems where the data have a
high number of parameters, the application of SVM
will be hampered because of the occurrence of the
noises and outliers, which results in the decrease of the
SVM generalization performance [11]. There are
many ways to solve this type of problem, one of these
1s by combining the SVM method with the fuzzy logic
[12]-[14]. The previous research applied fuzzy logic
with two methods, which are by applying the fuzzy
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rules [15] [16] or membership function fuzzy [17]-
[22]. These two methods are applied on each of the
samples so that the new input sample is able to provide
different contributions l(ﬁninish the effect of the
noises and outliers and improve the generalization
performance of SVM classification.

Fuzzy logic Efh mathematical method to
define obscurity. This fuzzy logic was introduced by
Lotfi A. Zadeh in 1965 [23]. The combinaticfZ§f the
SVM method and fuzzy logic is called Fuzzy Support
Vector Machine (FSVM). One of the most crucial
variables applied in FSVM is the membership function
used for the clustering process. There are a few
approach that can be applied to build the membership
function in fuzzy, such as function, intuition,
inference, ordering rank, inductive reasoning, neural
networks, and genetic algorithm approach.

Euclidean distance is considered as the main
criteria to determine the data similarity, which then
will be applied to build a membership function. Xiao-
Kang Ding (2018) proposed the method of FSVM
based on the Euclidean distance. His research applied
three methods for build the membership function,
which are FSVM-1 that used conventional method as
the comparison referencmld FSVM-2 and FSVM-3
that used the comparison of the distance of the positive
and negative samples to the cluster centroid. The
difference between FSVM-2 and FSVM-3 occurs in
the initial process before the measurement where the
sample coordinate in FSVM-3 will be mapped first
toward the high-dimension plane. This research
concludes that FSVM-3 method gives the best level of
accuracy, followed by FSVM-2 and FSVM-1.

The measurement distance is the most
common method to determine the similarity
l'l'leilSUl’Cl‘l‘al. Few distance parameters are usually
applied, such as Euclidean distance, Manhattan
distance, Hamming distance, Minkowski-Chebyshev
distance, etc. Each of these distance parameters
applications has its own advantages and
disadvantages.

Based on Mohammad and Abdulazeez
(2018), Euclidean distance is a distance that is
commonly applied to measure the distance on the
numerical data. Euclidean works efficiently by
measuring the similarity in the cluster and able to
separate the data correctly [25]. Manhattan distance is
usually applied because of its ability to predict specific
parameters such as outlier appearance [26].
Furthermore, Chebyshev distance also has the
advantage through its sensitivity towards the object
with an outlier.

Built upon the statement in the previously
mentioned research, we can conclude that the
combination of the SVM method and fuzzy logic is
able to optimize the classification process through the

suitable selection of the membership function. This
research will apply the FSVM method with the
Gaussian membership function based on the measures
distance. To improve the performance of the FSVM
clustering, a comparative study will be alpplieda()ugh
a few different measures distance methods such as
Euclidean distance, Manhattan distance, Chebyshev
distance, Minkowski distance, Hamming distance, and
Minkowski-Chebyshev distance.

2. Fuzzy Support Vector Machine (FSVM)

"Im'uzzy system proposed by Lotfi A. Zadeh
1s formed based on the theory of fuzzy set and fuzzy
logic. This method works for solving complex real-life
problems such as uncertainty and inaccuracy. The
fuzzy set theory and the clustering technique are
considered very important and beneficial in solving
the uncertainty and inaccuracy that leads to the
improvement of the generalization -classification
performance. FSVM is an extension method
introduced by Lin and Wang in 2002. The function of
this method is to decrease the SVM sensitiveness
toward outliers and noises. FSVM works by
determining the lowest weight for each sample
measured by lhezzy membership function.
Furthermore, this fuzzy membership function is
measured based on the distance similarity of the data.
The fuzzy membership function (s;) is applied with
0 <s; <1 on the training dataset x; in the class of
¥; € [1, —1]. Therefore, the formed fuzzy dataset can
be defined as
{Ger, v, 51), (2,2, 52), oy (X, Yy S0}

Determine the optimum hyper-plane FSVM
by inputting the value of the membership function into
the SVM standard formula.

a,

n
min 5 Wl +C ) 5, &)
i=0

yiwix +b)=1—-§:§=0; (2)
1<i<sn

Where s; is the fuzzy membership function ranged
fromOto1 (0 < s5; < 1).

The membership degree for each of the data
i1s measured by adopting the membership function
measurement proposed by Xiao-Kang and co. in 2016.
This function works by comparing the distance for
each of the positive and negative samples towards each
of its cluster centroid where the measurement of the




Euclidean distance, Manhattan distance, Chebyshev
distance, and Minkowski distance will be applied.

Hence, the calculation of the membership function can
be formulated as:

f(d?): ’-f”xa+ - xtemer” = I|x¢+ _xzemer”
Lifj I|x¢+ = xtemer” < I|x;+ — X centerll
1 ifllx; — X tenter|l > 127 = x zencer|l

L i (3)
FU@D),ifllxi = xtemer” < lxi = xZeneerll
Where
d: [”)fa+ - xtemer”
! ”xa_ - xtemer” (4)

When the distance of the positive sample to
the positive cluster centroid is lower than the distance
of this sample to the negative cluster centroid, the
sample can be considered as “worked coordinate”, and
its membership is set to 1. On the other hand, when the
distance of the positive sample to the positive cluster
centroid is bigger than to the negative cluster centroid,
this coordinate will be considered as “noisy point” and
its membership is measured through the Gaussian
membership function.

2.1 Gaussian Membership Function
The formula of the Gauss curve membership
function can be defined as:

6 ) =(xi—c)
o = 202
X, a,c e ) (5)

2.2 Kernel Radial Basis Function (RBF)
The formula of Kernel Radial Basis Function
can be defined as:

_ ol =yl
K(x,y) =exp 02
2.3 Dintance -Based Similarity Measure

In the application of pattern matching or
clustering process, Similarity is one of the main
component that require to be considered. A Distance-
based similarity measure is one of the type of
Similarity Measure, which applied for measuring the
similarity level of two variables from the term of
geometric distance from the variables that included in
these two objects. The distance parameters that

considered as the distance-based similarity measure
are defined as follows:

1. Euclidean Distance

Euclidean distance is one of the distance
measurements that are commonly applied to determine
the data similarity. To measure the similarity level of
the data, the following formula needs to be applied:

(6)

deuctidean =

i=123,..,n

2. Manhattan Distance

Manhattan distance is applied to measure the
absolute difference between the coordinate of two
objects. The formula of this distance is defined as
follows:

n
duannatean = Y 1% = ¥ill, %
i=1
i=123,..,n

3. Chebyshev Distance
The measurement of this distance 1is
described as follows:

dchebyshev = (max|x; - }’il),
(8
i=1273..,n

1
4. Minkowsky Distance

Minkowski distance is the generalization of
the Euclidean and Manhattan distance. The square
(p) is defined as the decisive parameter. If p=1, then
the distance of the Minkowski distance is equal to
the Manhattan distance. In addition to that, if p=2,
then the distance will be considered as the Euclidean
distance. The formula of the Minkowski distance can
be defined as follows:

1

p

n

9
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3. Result and Discussion

The algorithm of the Fuzzy Support Vector

Machine is simulated towards the breast cancer data
uired from
https:f’f’archive.ics.uci.edw’mlf’damtsf’Haberman%Z?
s+Survival. The number of the data is 306 data with
three variables. The applied variables are the Age of
the patients during surgery (X,), the year of the
patient’s surgery (X,), and the detected number of the
positive axilla nodes (X3) with two classes for each
variable, which are class 1, the class where the patient
survives in 5 or more years, and class -1, the class
where the patient dead in 5 years. The data is processed
on the Notebook Jupyter software with the Phyton
programming language.

The application of the Fuzzy Support
Vector Machine is initiated with determining the fuzzy
membership degree of the data, to acquire that value,
the cluster centroid of each cluster needs to be
previously determined. Considering that the applied
data for the FSVM measurement has two classes,
which are positive class and negative class, the cluster
for each class is defined as the average vector of the
attributes. The equation for determining the cluster
centroid is described as follows:

ny

1
x:emer = n_z X 9
+

i=1

1
Xeenter = n_z X (10)

Ti=1

Where X}, o and X oy er are themmge value of the
positive and negative cluster. n, 1s the number of the
data coordinates in the positive cluster and n_ is the
number of the data coordinates in the negative cluster.

The calculation of the distance matrix from
the data coordinates in each cluster towards each of its
cluster centroid is worked through the equation (6),
(7). (8),and (9). The result of this calculation was then
applied to determine the fuzzy membership degree.
Based on equation (3), the acquired result is described
as follows:

Table 1
Membership function based on Euclidean distance

Membership function based on Manhattan distance

X X; X3
0.150079 0514862 0.716328
0.150079 0.633646 0985813
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000

Table 2

Membership function based on Chebysev distance

Xy X, X5
0.150079 0514862 0.716328
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000
0.112199 0.964693 0954321
0.092367 0436997 0.892672
0075413 0801741 0999364

Table 3

Membership function based on Minkowsky distance

Xy X, X5
0.150079 0514862 0.716328
0.150079 0.633646 0985813
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000

Table 4

X, X, Xs
0.150079 0514862 0.716328
0.150079 0.633646 0985813
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000
1.000000 1.000000 1.000000

The penalty parameter (C) is then applied to
the acquired result. There afd 7 penalty parameters
used in this research, such as € = 2,C = 10, C = 50,
€ =200,C =500,C =1000 and kernel RBF. The
result of the FSVM clustering process is illustrated in
figure 1 below.




Figure 1
The FSVM Accuracy Results
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Based on figure 1, we can observe that the
FSVM with Manhattan distance and FSVM with
Chebyshev distance provides the best clustering
performance. The comparison analysis of the FSVM
with the pre-determined distance function and SVM
can be observed in Figure 2 below.

Figure 2
The Comparison of FSVM and SVM Results
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Figure 2 shows that when the penalty
parameter is valued at 2 (C=2), the highest accuracy
results are produced by FSVM with Manhattan
distance and FSVM with Chebyshev distance.
Furthermore, in the parameter C = 50 and C = 100, the
best accuracy result is acquired by the FSVM with
Manhattan distance. As in penalty parameter valued
10, C = 10, FSVM with Euclidean distance provides
the best accuracy result. In addition to that, the highest
accuracy results from the penalty parameter valued
200 and 1000 is acquired through the M with
Chebyshev distance. These accuracy results are
illustrated in Table 5 below.

Table 5
The Clustering Accuracy Results
FSVM | FSVM | FSVM | FSVM
with with with with SV
Euclid | Manhatt | Cheby | Minko | M
edan an shev wsky
C=2|6883 | 7792 7792 |00 64.
93
c 75.32 | 74.02 7403 | 7403 | 66
=10 23
c 70.13 | 81.81 7143 | 7143 | 67.
=50 53
c 80.52 | 83.12 91.30 | 76.62 85.
= 200 36
c 72.72 | 89.58 88.37 | 7272 | 40.
= 500 32
c 7403 | 79.22 94 7142 80.
= 100d 52

From the table 5 above, we can observe that
from all of the methods proposed in this research, the
FSVM with Chebyshev distance with Kernel RBF and
penalty parameter valued 1000 is providing the best
performance.

4. Conclusion

In this research, we proposed a combination
of the membership function and the Distance-based
Similarity Measure with Euclidean, Manhattan,
Chebyshev, and Minkowski distance as an effort to
determine which distance parameter has the best
ability to optimize the Fuzzy Support Vector Machine
clustering process. This method can be considered as
a newly developed method because there are no
previous researchers that analyze the application of
FSVM and Distance-based Similarity Result
C()mbinan.

Based on the result and the discussion of this
paper, it can be concluded that the FSVM with
Chebyshev distance provides the highest level of




performance for the data that considered as
imbalanced and full of noise.

In the future, the research about the
application of FSVM with Distance-based Similarity
Measure for the multivariate data continued with the
dimension reduction application needs to be worked
for observing how far this type of model can perform
effectively and efficiently.
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