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Abstract

Time series is widely known as one of the easily
available and accessible data. However, its forecast
usually requires more than one factor and its
movement also tends to fluctuate. These
characteristics are normally used in assuming its
fuzziness level. This data can also be defined as a
multivariate time series such that the high number of
variables used in the forecasting process leads to a
high level of computational weight. Therefore, this
research was used to develop a forecasting method for
multivariate time series data with significantly lower
computational weight. The multivariate fuzzy time
series @()lﬂbined with the dimension reduction
method to reduce the dimension of the data while
maintaining the important information. Moreover, the
reduction dimension process was first applied to
obtain data with a lower number of dimensions before
the forecasting proc as initiated. The core and
reduct method which is one of the concepts in Rough
Theory was applied in the dimension reduction
process. The results showed that the core and reduct
method has the ability to decrease the computational
time up to 80.9% without significantly reducing the
accuracy level which was maintained at 99%. It was
concluded that the proposed combination of methods
was able to predict with a high level of accuracy and
lower computational weight than the standard method.

Keywords: Data time series, multivariate fuzzy time
series, rough set theory, core and reduct.

1. Introduction

Data time series is a series of observations conducted
sequentially over a certain time interval. It is usually
applied as a supporting factor during the decision-
making process for forecasts [1]. This is due to its
ability to provide detailed values in the form of
numbers from the previous time interval. Moreover, it

1s also believed to have a repeating pattern and this
means it has the ability to repeat a past occurrence in
the present or future. Data time series is also used for
predictions based on the assumption that the future
function is dependent on the past function. This means
it is possible to observe and predict the possible
occurrences at a certain  timeline through the
application of past data [2] [3] [4].

Forecasting is a method of predicting certain future
observation values by considering and observing the
data acquired in the past or present. It is usually used
to determine the working pattern of selected data. The
method emerged as one of the important tools to
produce an effective and efficient plan [5].
Meanwhile, time series forecasting is defined as a
process of predicting certain future occurrences by
considering the historical pattern of the data analyzed
in the form of data series. One of the melhﬂ; normally
used in predicting this time series data is Multivariate
Fuzzy Time Series (MFTS) [6]. It is a data forecasting
method which involves the use of fuzzy theorem as the
basis [7] [8] [9]. This system works by capturing the
pattern of a particular data to project its future pattern
using more than one variable [10] [11][12].

The problem usually observed in the application
of MFTS is the high level of computational weight and
an increase in complexity during the forecasting
process. This is associated with the relatively high
number of variables applied [13][14]. Moreover, the
unavailability of the exact pattern rule also affects the
termination of certain variables with a possible
significant impact on the accuracy of the forecasting
process. There is, therefore, the need to find a method
which has the ability to reduce the computational
weight without significantly altering the level of
accuracy. Furthermore, the objective of the reduction
dimension method is to transform the high dimension
data into the lower dimension data but while
maintaining the main characteristics of the data [15]
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[16]. The method is expected to produce new
information in the form of a pattern of r&s to be
applied as the reference in the forecasting process in
order to improve the performance of the computational
ghl. It is also important to note that core and reduct
is one of the techniques in rough set theory directed
towards reducing the dimension of a certain dataset to
ensure only informational core remain [17] [18] [19]
[20].

Few studies were discovered to be related to
forecasting and dimension reduction. For example,
Hendrik Fery Herdiyatmoko [21] applied RST to
reduce fire accident parameters or attributes in order
to minimize complexity in data analysis. The results
were later applied as a reference to determine the
evacuation route for fire accidents.

Tahseen A. Jilani et al. [10] also studied the use of
MFTS in predicting the number of cars accidents in
Belgium using one main variable which is the death
toll due to the accident and other four supporting
variables. The pattern for the cause of the accident was
analyzed to determine the fuzzy premises and

assurances to measure the car and life insurance.
40

I Made Candra Satria [12] also compared the
forecasting results from the Fuzzy Time Series (FTS)
and MFTS using three variables which include the
number of Australian tourists, Inflation in Indonesia,
and AUD/IDR exchange rate. It was discovered that
the vacation number of the Australian tourists in Bali
producing using MFTS was more accurate than FTS.

This current research was designed to focus on the
application of MFTS in the forecasting process using
the basic concept of FTS developed to solve linguistic
variables problems. It is important to note that MFTS
1s one of the improvements made on FT'S [22] [23] and
involves the consideration of more than one variable
or factor. One of these is # as the main while others
are supporting variables. This approach also combines
linguistic variables with the fuzzy logic analytic
process in the time series data to avoid using unwanted
data. This method i1s, however, unable to determine the
appropriate variables to be applied in the forecasting
process despite its ability to process more than one
variable [24] [9]. Moreover, the use of unwanted
variables in forecasting also increases the time
@Jired for the computational system to operate, and
Rough Set Theory has been reported to be one of the
methods of dimension reduction proven to have the
ability to reduce this computational weight. The main
problem solved in this research is how to reduce the
computational weight in the forecasting process. This
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involved evaluating the effectiveness of combining the
MFTS and Rough Set Theory method for the
forecasting process with a high number of variables.
Therefore, the main objective was to produce a
forecasting process with a high level of accufgZ§ and
lower computational weight than the standard method.
The proposed method was applied to the sample @
observed to be suitable with the desired condition. It is
also important to note that only numerical data was
used for the development just as in the MFTS method.

2. Method
2.1 Multivariate Fuzzy Time Series (MFTS)

MultivariaFuzzy Time Series (MFTS) was
developed based on Fuzzy Time Series (FTS). The
concept was invented by Song and Chissom to
determine the forecasting problem associated with
historical data in the form of linguistic value. The basic
principle to measure the MFTS meB)d 1s if U is the
universe with U = {uy, 1y, ..., Uy}, then the fuzzy set
of 4; = (i = 1,2, ...,n) can be defined as:

_ FA;(IH) N ﬂA;(uz) Fogt FA;(U—n) (1)
Uy Uz Upy

Where p14;1s themmbership function of the fuzzy set

Ajand py,(uy) is the men‘arship degree of py from

u;, in the fuzzy set A, k= 1,2,...,n.

Aq

Definition 2.1 [25] A universe of Y(@vith (t =
++,0,1,2,...,n, ... ) is given as the subser from the real
number (R) used to define the fuzzy set offl; (t). If
F(t) is the set from A;(t), A,(t),..., A, (t), then F(t)
is called Fuzzy Time Series (FTS) on Y(t) with (t =
0,12, .1, ).

Song and Chissom used the fuzzy relation equation to
develop the forecasting model based on the
assumption that the observation on time ¢ is only
dependent on the observation result of the previous
time which is defined as follows.

Definition 2.2 [25] Suppose F(t) is only caused by
F(tfE) and symbolized as F(t — 1) = F(t), then
the fuzzy relation between F(t)and F(t — 1) can be
illustrated as the fuzzy relation equation F(t) = F(t —
1)°R(ffF}- 1). The ™ in this equation is the operator
of the max-min composition while the R relation is
described as the first-order model from F(t).

Definition 2.3 [26] Suppose F(t—1)= AfZnd
F(t) = A;j, then it is possible to define the Fuzzy
Logical Relationship (FLR) as 4; —» A;, where 4; is




described as the Current State and AJ- is the Next.
Moreover, if there is an FLR acquired from the state
A_2, then there is a transition to the other state of A_j
.j = 1.2,...,n,in the form of:

A, = AL A, = AL A, = Ay
Then, FLR can be classified as the Fuzzy Logical
Relationship Group (FLRG) as follows:

A, > Ay, Ay A,

13

Definition 2.4 [26] ?F (t) is caused by more of the
fuzzy set F(t—n),F(t—n+1),...,F(t— 1), then
the fuzzy relationship will ne represented by
Apys Ajgy s Ay = Aj, where F(t—n) = Ay, (t—
n+1) =4, .., F(t—1) =A,. Blis relationship
1s, therefore , known as the n-order Fuzzy Time Series
model or Multivariate Fuzzy Time Series.

The basic concept of Fuzzy was developed by
L.Zadeh, improved by Song and Chissom, and further
developed by Cheng et al. with slight changes applied
in the interval and weight determination using Fuzzy
Logical Relationship (FLR). Moreover, the weight
was measured by inserting all the relationships and
measurements based on the same FLR repetition. This
means the forecasting process does not necessarily
need a certain complex learning system, thereby,
leading to the relatively easy application and
development.
2.2 Rough Set Theory (RST)

Rough set theory was popularized by Zdiszlaw Pawlak
in 1982 [SE 1s a methodology design to classify and
analyze imprecise, uncertain, or uncompleted

'ormation and knowledge. It is, however, possible to
aply the Core and Reduct method for the reduction
process in this theory.

Definition 2.5 [27] A certain set of data is presented
as a table in the rough set with the rows use for the
cases, occurrence, patients, or certain objects while the
columns indicate the variable attributes, observation,
properties, etc. This table is generally described as the
Information Systems, notated by IS, and defined as
follows:

1S = (U,P) (2)

Where U is the unlimited set not emptied from the
objects and defined as Universe while A is the limited
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set not emptied from the attributes, where: a: U =
for each a € A set of 1 is described as the value set
from a.

Definition 2.6 [27] Suppose IS = (U,P) is the
information  system and B S P, then, the
indiscernibility of the objects based on the attribute of
B which is symbolized as IND;s(B) can be defined as:

IND;s(B) = {(x,x") e U?|V,€ Ba(x) =a(x)} (3)

IND;s(B) is the B-indiscernibility relation and
IND;s(B) is the equivalence relation. ref()re, if
(x,x") € IND;5(B), then, the objects of x and x’ are
indiscernible towards each other by attributes ()f
The class considered to be equivalent with B-
indiscernibility relation is denoted by [x ]z and tagged
the “equivalent class”.

Definition 2.7 [27] Suppose IS = (U,P) is the
information system B S P and a € B, then, a is
described as the dispensable variable in the attributes
of B if:

Meanwhile, if @ 1s considered indispensable it means
it is very img)rlaml in the attributes of B.

The set of B is considered independent when all its
attributes are required. Meanwhile, each subset B!
from B described as the reduct from B is B! is
independent and this means IND,((B") = IND;s(B).
Therefore, it is possible to define a reduct as the set of
attributes which has the ability to show that the
forecasting process is as accurate as the result
produced when all the attributes are applied. The
attributes not considered as reduct are those to be
erased and without any effect on the forecasting
process.

Definition 2.8 [27] Suppose B € P and Core from B
are the set of all the indispensable attributes of B, then,
it is possible to define the core as:

Core(B) =N Red(B) (5)

Where Red(B) is the set of all reduct results on B. The
core 1s, therefore, included in each of the reductions
due to the fact that it is the intersection from all of the
reduct results. This means each of the core attributes
1s included in the few reduction processes. Therefore,
it is possible to consider core as the most important
part of the attributes due to the absence of
indispensable attributes in the analyzed set.




2.3 Multivariate Fuzzy Time Series Algorithm

Fuzzy I_x)gicalalli()n (FLR) is one of the important
factors in the Multivariate Fuzzy Time Series theory
affecting the accuracy of the forecasting process [9]. It
was provided as a slightly different method by Cheng
to determine the interval and measure weight. The
process involves inserting all the relationships and
measurements based on the same ml repetition.
Moreover, the steps of the time series data forecasting
process using the Fuzzmm series weighted based on
the Cheng method are as follows:

First Step: Determine the universe

The universe for the main variable U can be
defined as follows:

U = [Dyins Dmax] (6)
Where Dmin and Dmax is the minimum and
maximum valmm the historical data respectively.
They are used to divide the set of the universe into few
intervals of U = {u,,1,, ..., 1, } at an equal distance.

Second Step: Determine the range of the interval

The interval range was measured by applying the
frequency distribution as indicated in the following
stages:

a) Determine the range through the following
equation:

R = Digx = Diyin (N
Where R is the range while Dmin and Dmax is the
minimum and maximum value as previously
indicated.

b) Determine the number of interval classes using
the following Sturges equation:

K =1+ 3.322 x log(n) (8)

‘Where, n 1s the number of data.

¢) Measure the interval range using the following
equation:

- range data (R) 9)
" Number of class interval(K)

The interval was divided using the suitable number
and length to ensure each can be measured using the
following relationships:
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Uy = [Dmin s Dynin + 1]
Uy = [Dpin + L Dy + 21] (10)

Up = [Dpin + (n— 1), Dy + 1]

e. Determine the median value with m; by applying
the following equation.

_ lower limit + upper limit (11)

E
2
‘Where, i is the number of fuzzy sets.

Third step: Determine the fuzzy set.

The fuzzy set was formed by observing the number of
different frequencies. Those with higher values were
divided into equal values of /i interval while the second
most high number were divided into equal value of h-
I interval. This measurement was repeated up to the
period it is impossible to divide the interval further.

Fourth Step: Define the fuzzy sell for all the
universes in each variable.

h of the fuzzy sets in each variable was defined
based on the already determined number of intervals
as follows:

The fuzzy set for the main variable of A; was
acquired through:

n
A=yt (12
=t

Where, p;; is the membership degree measured using
the following equation:

1 Jd=]
ﬂij=[0-5 J=i—ldanj=1i+1
0 ,for the others

It is possible to explain the Equation of 4; through the
following set of rules:

a. Rule 1: If the historical data of }j 1s u;, then,
the membership degree of u; is 1, 1,415 0.5,
and the other is 0.

b. alle 2: If the historical data of ¥} is u; with
1 < i < n,then, the membership degree of u;
15 1, u;,4 and u;_y are 0.5, and the other is
0.




¢. Rule 3: If the historical data of }j 18 Uy, then,
the membership degree of u,, is 1,u;_4 1s0.5
and the other is 0.

Therefore, the fuzzy set from the main variable 4; can
be defined as:

1= —+— —
Uy Uy
A 0.5+ 1 et 0
- Uy Uy Uy (13)
0 05 1
Ap=—+ +—
Uy Uy Uy

Where, u; (i =1,2,...,n) is the element of the
universe (U) while the symbol "/" represents the
membership degree of j(u;) towards A; and the
values are 0,0.5,and 1.

Fifth Step: Fuzziness process of the historical data.

The fuzziness process involves transforming the actual
data into the fuzzy linguistic value which is usually
conducted to determine the suitable fuzzy set for each
data.

2
Sixth Step: Determine the Fuzzy Logical
Relationship (FLR).

The fuzzy logical relationship (FLR) is defined as
A; = Aj. A; is described as the current state Y (t — 1)
and Aj is the next state in time ¢. The acquired FLR is

usually%]slmled as follows:

38

Al A2 A2 A5 A3 A2 A1 A4 Al
— AS.

Seventh Step: Transform the relationship weight of
FLR into Fuzzy Logical Relationship Group
(FLGR).

This involved inserting all the relationship weight and
determining the weight based on the same order and
iteration. The FLR with the same current state (A;)
were classified into one group through the weighting
process. E‘ef()l‘e, the equal order of FLR was

illustrated as:
(t=1) A, — A, Givenweightl
(t=2) A, —» A, Givenweight2
(t=3) A, = A, Given weight 3
(t=4) Ay —A; Givenweight4
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Where, ¢ is the time. The weight acquired from the
FLR relationship inserted into the weighting matrix
(W) is defined as follows:

Wip Wiz o Wiy

Wz1 Wgzz 0 Wip 14
w=1. : . : 14

Wpy Wpz 0 Wy

Where, W is the weighting matrix afif}v;; is the weight
in row { and column j with i =12,...,nand j =
1 000008

Eighth Step: Transform the weighting matrix (W)
into the standardized weighting matrix (W*).

The equation lhe standardized weighing matrix
(W?) is stated as follows:
Wip Wiz o Wiy

. Wi Wi w; (15)
W = 31 :22 f“
Wni Wpz o0 Wiy

Where W* is the standardized weighing matrix with
. Wij

W = .
U E?:1 Wij

Ninth Step: Determine the Defuzzification of the
predicted value.

The standardized weighing matrix (W*) was
multiplied with the median value (m;) from the main
factor to produce the forecasting value. Therefore, the
forecasting measurement was defined as:

F(t) = wjy(my) + wi(my) + -+ wyp(m,) (16)
Where F(t) is the forecasting result with Wi} =
wij

E?:1 “"U.

is means if FLRG from A; is an empty set (4; =
@), then, the forecast from F(t) is m; which is the
median value of the interval u;.

3 Results and Discussion
3.1 Data Analysis

The climate data retrieved from the official site of
BMKG (Meteorology, Climatology, and Geophysics
Institute) on daily weather recorded by the
Climatology station in Sleman, Yogyakarta were used
as the variables in this research. The data were
collected between 24 April 2018 and 26 April 2021
with the focus on 10 variables which include the




Minimum temperature (°C), Maximum temperature
(°C), Average humidity (%), Rainfall (mm), Duration
of sunshine (hour), Wind maximum velocity (m/s),
Wind direction during its maximum velocity (%),
Average wind velocity (m/s), and the wind direction
("). Moreover, Exploratory Data Analysis (EDA) was
lied to determine the condition of the dataset used
in order to improve the accuracy of the following
forecasting process by avoiding the loss of important
information from the dataset. It also has the ability to
save the time required for the forecasting process.
Summarily, EDA was used to handle the possibility of
missing information, identify the most important
variables, and also test the hypothesis and outliers.

Table. 1 Initial Climate Dataset in DI Yogyakarta

No Tn Tx RH_avg e ddd_x ff_avg Suhu
1 23 326 81 270 2 275
2 21 326 74 170 2 265
3 22 31.5 77 270 2 263

1094 | 227 | 331 78 240 2 273

1095 232 | 312 74 220 2 27

1096 22 30.8 76 230 2 26.8

3.1.1 Rough Set Theory

A dimension reduction process was required
through the Rough Set Theory (RST) before the
mnitiation of the forecasting process. This involved
using the dataset used as the input and output in
dimension reduction as the system information.
Moreover, the core was extracted through the
reduction process of this system information and the
results are presented as follows:

Table. 2 Dimension Reduction Result

No Tn |Tx RH_avg |RR |ss

1 23 | 326 81 0 |75
2 21 | 326 74 0 |104
3 22 | 315 77 0 105
435 227|331 78 15 |66
436 |23.2]|31.21864734 | 74 0 9.1
437 22 | 30.8 76 9.8

3.12  Multivariate Fuzzy Time Series
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- Forecasting result

Before Reduction

27

—o— Real Data
24 1 =¥ Prediction

0 2 4 €0 80 100
After Reduction

28

27

=&~ Real Data
24 { =% Prediction

0 20 P &0 80 100
Figure 1. Forecasting result

Figure 1 shows that the Multivariate fuzzy time
series provides similar results with and without
reduction. This means the dimension reduction applied
was able to maintain the accuracy level of the
forecasting process. This, consequently, indicates the
effectiveness of the MFTD.

- Accuracy

Multivariate Fuzzy Time Series Model
Evaluation

AFTER REDUCTION 0.001715805

BEFORE REDLUCTION

0.001715805
| | |
o 0.0005 0.001 0.0015 0.002

Figure 2. Model Evaluation

The improved method shows the core and reduct
concept in the RST was able to maintain the accuracy
level of the forecasting process. Figure 2 shows the




dataset process produced a similar level of accuracy of
99% with or without reduction. This means the RST
has the ability to maintain the accuracy level required
in the forecasting process.

- Computational time

Multivariate Fuzzy Time Series Model
Computation Time

AFTER REDUCTION

BEFORE REDUCTION "

] 0.1 0.2 0.3 04 0.5

Figure 3. Computational time

The most important finding from the application of
this newly developed method was the significant
improvement in the computational time after a
dimension reduction process of 80.9% was applied as
indicated in Figure 2. Moreover, Figure 3 also shows
that the dataset simplified through the reduction
process was able to significantly improve the
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