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Abstract - P]anninnnd scheduling in the Grid System
allow applications to request resources from multiple
scheduling systems at any given time in the future, by
gaining simultaneous access to resources sufficient for their
deployment. Existing scheduling strategies will deny
incoming jobs if the requested resource is nota'ailable on
time. Therefore the job scheduling algorithm is one of the
y areas in grid computing. This paper first describes the
First Come First Sel'veGEjecting Based Dynamic
Scheduling(FCFS-EDS) job scheduling model used in grid
computing environments, then discusses proposed job
scheduling algorithms and system grid architectures as
needed. Finally, the proposed algorithm can perform job
scheduling, as well as increase execution time for use in
grid computing environments.
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1. Introduction

Large-scale distributed cluster computing with parallel
network processinﬂonns can be said as Grid Computing [1].
The grid contains resources of different nature such as CPU,
mvork, data, or software [2.3]. The typical Grid mechanism
is as follows [2]: The user sends the job through the Graphic
User Interface, by providing some high-level specifications
(eg. the type of application to be used). Grid plays the role of
searching and allocating the appropriate resources (resources)
(computer, storage) to meet user demands. Then grid, monitor
the correct job processing and inform the user that the required
resources are available.

Grid resource management has several different layers
from the scheduler. highest level is the management of
global resources that have a more general view of resources,
but it is very far from the source, where the application will be
executed. At the lowest level is a local resource management
system, which functions to manage certain resources and
manage resources[4]. In the management of local resources,
resourc e accessed, assigned, and allocated in accordance
with the Quality of Service (QoS) criteria, such as reservations,
and deadlines.

The work n the grid system will be placed and in a queue,
waiting igle available resources are available[8], jobs will be
executed based on different parameters, such as the number of
resources, delivery time, and exealion time. An efficient
scheduling algorithm can utilize the capacity of the d system
well, thus improving application performance [5]. First Come
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First Serve Ejecting Based Dynamic Scheduling (FCFS-EDS)
is a strategy to increase resource utilization in the gr by way
of user work mapped to virtual computing nodes, which are
then mapped to actual computing nodes, at execution time [6].
In building the grid system required planning and good job
scheduling, therefore FCFS-EDS method will be improved
performance of the execution time, so it can improve
scheduling performance.
I1. Model Mapping logical view to phsycal view

Job mapping is done by all job requests allocated first in a
logical view (planning), then mapped to actual computing
nodes (physical appearance)find job requests that have been
placed on the logical view will be executed on a particular
computing node for lhontire time slot. To achieve this, a
lemma is used to ensure that the plan (logical view) can always
be mapped to the actual computing node (physical
appearance)|6].
If J(t) is defined as the magnitude of the value of the job
planning array on MaxP (the maximum value of computing
nodes) in the t slot, J(t)(i) is the 1 element on J(t), NJ(t) is the
new array of job planning at time slot t after insertion of
element J(t). FCFS-EDS algorithm steps:
Stepl: Place the job in the logical view in matrix A, using the
First Fit strategy
Step2: Construct the permutation matrix A(t)
Step3: Calculate the vector difference A(t) with vector A(t+1),
if vector G is generated.
Step4: Combine vector G with permutation matrix A(t), if
generated complete permutation matrix H
Step5: Transpose the complete permutation matrix H
Step6: Multiply the vector A(t+1) with the complete transpose
matrix in step3.
Step7: Repeat step2 until step6 until finished.
I11. Proposed Scheduling Algorithm

In thg& study, computing resources are only for local users
(Fig 1). Each site has its own workload that is not shared with
other sites. For the simulation in this study, one extemnal
scheduler for one site. External Scheduler () The user sends
the job to an external scheduler. then ES decides which site
locati to send the job depends on the scheduling algorithm
used. Local Scheduler (LS): When a job is placed to work on a
particular site (sent to incoming work queue), then managed by




Local Scheduler(L.S). The Local Scheduler of a site determines
how to schedule all jobs allocated to its resources|7].
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Fig 1. Interaction between components on the grid
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Let G (1) be the magnitude of the array of job planning plans in
MaxP (the maximum value of computing nodes) in the t slot,
6(8) = {9 ()1 9(H)2.9(D)p s §(E)n } (1)
and p is a permutation on G(t) where p:
- { gt g 9@®): gt } @)
p(g(®)) plg)z) ple)s)™™ plg(®)n)
formed matrix 4(®) = [a;; ()] with
_[1. Jjika p(g(8)) = g(8);

O P a(9); s i

A(p) is called the permutation matrix of p, then G(t)(i) is
the i element of G(t), with job id worked on the computation
node i at time slot t. NG(t) is a new array of job planning on
time slot t after insertion on G(t).
Thus any finite working group G(1t) can be represented by the
set of permutation matrices if:

p=[ gt).  gt) 9@): g } @)

plg(t)) »(g(D2) plg@i) ™™ plg®)a)

then the inverse of p is

p-1={3ﬂ(9(t)1) pg®s) pg®:) pcg(ﬂn)} -
g(t). g(6), g(t) gt

so obtained ay; (p) = aj; (@ = a{}"(p)

If given p(t) is the job permutation matrix in slot t and p~'(t+1)
is the permutation inverse matrix in slot t+1, then the
multiplication between p(t) and p'(t+1) is the matrix partial
identity B, where this partial identity matrix B shows that the
work is done on the same computing node from slot t to slot
1.

[F(B partial identity matrix),

then the work on time slot t will be executed on the same
computing node t+1]

else the job planning will come at time slot t+1, multiplying
the linéctor G(t+1) with the complete inverse permutation
matrix G (t+1). é
If G(t+1)(j)=G(0)(i) then

B(i)=1

.-
B(i, j)=1 indicates that the job at time slot t has been executed
on computing node i, and time slot t+1 has been executed on
computing node j. If given LG(t) is the set of job planning with

time slot ton nt , then:
LG(t) - LG(t+1 icates the list of job finishes at time slot t

LG(t+1) - LG(§§ndicates the list of job start at time slot t+1
LG()NLG(t +1) indicates list of a job continuing from time
slot t until slot t+1.

Proposed algorithm steps:

Stepl: Place the job in the logical view in matrix A, using the
First Fit strategy

Step2: Construct the inverse permutation matrix A'(t+1)
Step3: Calculate the difference of the line vector A(t+1) with
the line vector A(t), suppose G is generated.

Step4: Construct the complete inverse permutation matrix A
(t+1), suppose Y is generated.

Step5: Multiply the vector B(t+1) with Y

Step6: Repeat step2 until step3 to complete.

Example: If known 6 users submit job requiring 5 computer
resources, then model/system will do random job
fragmentation on computer resource, each slot 5 minutes wide,
table 1. below describes user job order placed on each logical

Else

view.
Table 1. Pl of user order jobs on resources(logical view)
Resource
Time Slot R1 R2 R3 R4 RS
B() 5 2 7 1 3
B(i+1) 3 - 9 5 1

Row R1 RS5: Shows the number of resources available
Column B(t), B(t+1), B(t+2): user job time slot.

(Line, Column): Userid

Solution:

a. A result of the in\-'ers% permutation matrix B-'(t+1):

0 00 1
0000 O
B™*t+1)=(0 0 0 0 0
10000
000 1

b. Calculate the difference of vector B(t+1) with vector B(t)
H=B(t+1)—-B ()

H=[3 -9 5 11-5 2 7 1 3=[9]

¢. Combine the H vector with the inverse permutation B-!(t+1),
so that a complgte ]()]ennutalion matrix of B-'(t+1) is obtained;

0

00 O =

0
Y=|o0
1

Y- Y-X-]

0
01
00
00




d. Multiply the vector B(t+1) with the complete permutation
inverse Y:

g8 B0 1
00 00 O

3 - g5 1l:|]0 0 10 o|j=I5 = 9 1 i
10 D0 D
00 01 0O

In table 2 it can be seen that job userid5 is done on resource
R1, job userid2 is done on resource R2, job userid7 is done on
resource R3, job userid9 is done on resource R3, job useridl is

done on resource R4, and job userid3 is done on resource R35.
Table 2. Results of data calculation to B(t+1)

Resource
Time Slot R1 R2 R3 R4 R5
B(t) 5 2 7 1 3
B(t+1) 5 - 9 1 3

Order of job userid5 done on resource R1, userid2 job order
done on resource R2, userid? job order done on resource R3,
userid9 job order done on resource R3, useridl job order done
on resource R4, and userid3 job order done on resource R5.

Then from the permutation matrix

g 0 010
0 0 00 0
Ble)=|0o 0 00 O
0 0 00 1
10 00 0

and permutation inverse matrix

00 00 1
00 00 O
B~*(e+1)=|0 0 00 0|
1 0000
00 01 0
Then get partial identity matrix
0 00
0 0 00 O
6I=B"'¢+1)~BGE)=(0 0 00 0
0 0 01 0
00 00 1

and it can be said that userid5 is done by the same
computation node ie from time slot t to t+1 as well as
Userid] done on R4 time slot t until time slot t+1, and
Userid3 is done on R5 from time slot t until time slot t+1.
IV. Research methods
a. Method of collecting data

To check the performance of the proposed scheduling and
advance reservation scheduling strategy, this study uses data
and workload generator to generate it. The output of the
workload generator is used as an input to the proposed advance
reservation scheduling. To generate a good workload
generator, then we must determine the characteristics of the
workload generator. Characteristics of the workload generator
in this study[6][9][10], are as follows:

1. The arrival rate of the work (time slot) that enters follows
the Poisson distribution.

2. Range of the execution time of each request reservations,

distributed evenly.

the earliest start time of each order, distributed evenly.

The amount of resources required, distributed evenly.

In this study the width of the 5 minute timeslot

Fig 2. The process model generates the advanced data

workload workload on grid computing[10]. First, the user will

submit details of the job(1). Based on the details of the user's

work, as well as detailed grid information, will generate

workload on the workload generator(2)iThe result of the

workload generator will be sent back to the grid(3). The

network environment is responsible for performing the work

and retumia the work(4). The resulting report in detail of the

work, and. Finally, the user processes all the results in the post-

production step(5).
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Fig 2. The process model generates workload of advance reservation data on
arid computing[92].
b. Grid System Architecture proposed

The proposed grid architecture shows the interaction
between the various components in the advanced reservation
scheduling model. The grid system architecture contains
proposed scheduling model strategies, data structures, and
accommodates reservations for serial and parallel jobs. The
research will be conducted using grids simulator, to test the
performance of the proposed system.

Fig 3. shows the interaction between the relevant
components in the model, the components involved in this
model are: Administrator, User, Module planning and
reservation, Resource Allocation.

a. The administrator sets the initial conditions for the
scheduling model, and prepares the report.

b. User submits a job description.

¢. The Planning Module schedules the incoming work from the

user, then processes it using the proposed scheduling strategy.

d. The ordering scheduling module maps the manual job to the
required physical resource nodes, using the proposed
system.

Explanation of interaction steps between components as

below:




Step-1 (Initialization): The administrator initializes(1) the
Planning module. In the "Planning" module, the Administrator
determines the proposed scheduling strategy and defines the
parameters for the job submission such as the earliest start
time, start time, duration of job, Userld and Jobid, the number
of computation nodes required and the capacity of the
computing resources.

Step-2 (User send job): User defines parameters for job
scheduling. These parameters: Userld, Jobld, initial start time,
start time, duration of job, and the number of computing nodes
are required. User submits his / her job profile in "Planning"
Module.

Step-3 (Planning): In the "Planning" Module, the job received
is processed to see if the job is acceptable based on the job
description/parameters. If it is accepted, the job details are
submitted and sent to the "Reservation" module and the user is
"confirmed" that the job is received. In addition, the job status
is "Denied" because adequate resources (compute node) are
not available. The job will be removed from the list.

Step-4 (The process of scheduling execution): In the
"Reservation" module, confirmed job on STEP-3 and
scheduled on the required physical resources. According to the
proposed scheduling strategy, the "Reservation" Module will
always find the resources for the scheduled job in logical view,
and then the "Reservation” Module executes the job on the
actual computing node/resource.
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Fig 3. Proposed resource model that supports the advance reservation on the
grid.
V. Results

The scheduling algorithm is one of the keys in grid
computing. We compared the performance of the FCFS-EDS
algorithm with the proposed algorithm, it appears that the
proposed algorithm can reduce the calculation of the transpose
matrix (in step 35), to prove the proposed algorithmic
performance, tested using 5, 10, 15, 20 computational nodes
the number of time slots used ranging from 10 to 30 time slots,
with the dffffhitude of 1 time slot is 5 minutes. The x-axis
shows the number of time slots used, the y-axis represents the
execution time. The results are shown in Figs. 4,5,6, and 7.
When the number of computed nodes is 5 and the number of
time slots used from 10 to 30-time slots (Fig 4.), the time
required to execute tgorithm is faster than the FCFS-EDS
algorithm. Similarly, when the number of computing nodes is

changed to 10, 15 and 20 it appears in Fig 4.5.6 and 7 that the
proposed algorithm has a faster execution time since the
proposed algorithm can reduce the transpose matrix of the
FCFS-EDS algorithm, resulting in faster execution time.
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v I.mnclusion

In this research. we propose a scheduling algorithm on the
local scheduler that maps logical view to physical view. From
the experiment result, it can be found that the proposed
algorithm can perform scheduling job on the local scheduler,
and have faster execution time compared with the FCFS-EDS
algorithm because the proposed algorithm can reduce the
transpose matrix in the FCFS-EDS algorithm.
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