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Abstract Takagi Sugeno Kang (TSK) is a fuzzy
method often used because its output is in the
form of a constant or a function. The input used
in TSK fuzzy usually affects the number of rules
generated such that the use of larger dimensions
of data normally leads to more rules, thereby
causing complexity for the rule. It is possible to
overcome this problem using dimension
reduction methods which minimize the number
of existing dimensions in the data. An example
of this method is rough set theory introduced by
Palwak in 1982. Moreover, Mini-Batch Gradient
Descent (MBGD) which is an optimization
method modified using Uniform Regularization
(UR) was also applied. The body fat data of 252
respEllents were used as input while the output
was evaluated using Mean Absolute Percentage
Error (MAPE). The results showed MAPE value
was 37% and this is included in the reasonable
category.

Keywords Rough set. Takagi Sugeno Kang
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1. Introduction

The dimensions in each data set have
different sizes with those in large data often
observed to have a high level of complexity
which affects the number of rules generated
when used in a fuzzy inference system. This
is indicated by the fact that the use of large
data dimensions as input normally leads to
the generation of more rules.

One of the studies conducted by [1] uses
Takagi Sugeno Kang (TSK) fuzzy which
was observed to be limited when the input
used was large. This TSK is a type of
inference fuzzy introduced by Takagi and
Sugeno in 1985 [2] which is often used for
classification or prediction [3]—-[5].

TSK was used by [6] to pgBform the AP-
TSK-PID scheme in dealing with stochastic
and non-stochastic  uncertainties of
nonlinear dynamic systems. It has also been
applied in the health sector by |7] to predict
the adequacy of dialysis in hemodialysis
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patients %) [8] to treat the problem
associated with the control of glucose levels
for type-1 diabetes.

TSK fuzzy can be optimized using
Gradient Descent (GD) to ensure better
operating time performance [9]. This GD is
Ehe of the optimization algorithms normally
used to minimize the cost function in
machine learning and usually conducted by
updating each parameter based on previous
stef@@10]. [11].

The three types of GD are batch,
stochastic, and Mini-Batch. The batch type
has been previously used for classification
by [12],[13] and the stochastic tygf by [14]—-
[16]. This present study used Mini-Batch
Gradient Descent (MBGD) because it tends
to have a smaller computational load and a
faster convergence due to the involvement
of only the data in a batch in each iteration
[17], [18].

Several studies have been conducted on
MBGD such as its use by [19] to efficiently
train the ANN equalizer, [20] to optimize the
10T 4.0 industry while [21] combined it with
MMLDA to predict IncRNA disease
association. Moreover, the regularization
technique was used to avoid overtitting and
increase generalization due to its ability to
promote the generalization of the algorithm
by avoiding coefficients in order to fit the
training sample d&R [22]. According to
Goodfellow [23], regularization is defined
as "any modification made to a learning
algorithm intended to reduce generalization
errors and not training errors". This
technique is believed to be needed to
stabilize numerical calculations [24].

Rough set is a dimension reduction
method introduced by Palwak in 1982. It
was conducted by [25] to perform feature
selection in genetic algorithms and observed
to have provided good results for the
selected features. Another study by [26] also

used this method for decision-making.

Previous explanation showed that [1] has
limitations related to the large data
dimensions. Therefore, this present study
used rough set to reduce the dimension of
the large data.

2. Preliminaries

2.1 Rough Set

Rough set is one of the dimension reduction
techniques developed by Pawlak in 1982
with its principle associated with a reflexive,
symmetrical, and transitive equivalence
relation [27]. It was applied to analyze the
data in this present study in accordance with

a study conducted by [28].

2.2 Fuzzy Set

Definition 1: Let X represent the universe of
discourse, x is a member of the universe
while X and A represent fuzzy sets.
Therefore, fuzzy set with membership
function of p, (x) is:

Ha (x)a - [0,1] (0

Definition 2: The fuzzy set A in universe X
can be defined as a set of ordered pairs as
indicated in the following equation:

A= {(rpa)x € X} 2

where, p4(x) is the membership function x
in fuzzy set A which lies on the interval
[0,1] [29].

2.3 Takagi Sugeno Kang (TSK) Fuzzy

TSK fuzzy system wiljone input x; and x,
as well as output y is described by fuzzy
inference rules as follows [30]:




Rj = IF x1 € Fj(x1) AND x, (3)
€ Gj(x;) THEN y
= P;(xy,x3)

Where, j=12,...,7,F(x),G;(x;) is a

fuzzy set and Pj(x;,x,) is a degree

polynomial d.

Definition 3: TSK system in line with
rules (2.3) is defined as follows [30]:

e The order is zero if Pj(xy,x,) = by,
where, bj- € R, and this means the
consequent function is a constant
(degree polynomial d is equal to zero).

* The order is one if P;(x;, x,) = wy;x; +
VX, + bj, warc, Wi, V) € R, and
this means the consequent functions are
linear (a degree polynomial d is equal to
one).

e The order is high if Pj(x,x;) =
IM,,,U,-.\:{ﬁ +.o o Fwypxg +
VX3 +... VX, + by, fwhere, m =
2wy, v €ER and k= 23,...,m and
this means the consequent function is
nonlinear (a degree polynomial d is
greater than one).

Defuzzification is a fuzzy process aimed
at converting fuzzy numbers to crisp
numbers. Therefore, the defuzzification
value (Y*)was calculated wusing the
following equation:

N

N a 4

Y = E‘;\}a‘y‘;i =12,..,N @
iy

Whel,

y; =Ehtput value in the i-th rule

y; = output value in the i-th rule

2.4 Mini Batch Gradient Desccent
(MBG)

MBGD is GD method which uses the
concept of Mini-Batch to update parameters.
Meanwhile, the updated parameter can be
defined as follows [17]:

20
B=6-17- FS‘J‘(H: x(i:i+n):y(i:i+n)) (5)

Where, n > 0 is learning rate (step size)
[31].

2.5 Uniform Regularization (UR)
.

UR is a regularization method which forces
the rules to g firing levels by minimizing
losses [1]. It can be calculated as follows:

fyp = i (%Nﬁ-r (xn) — 1')2 (©)

r=1

Where, N is the number of training samples
and 7 is the firing level of each rule.
Furthermore, £, is added to the loss
function in MBGD-based TSK classification
training using Mini-Batch with N training
samples and this is represented as follows

R N
1 _
c=eratn ) (3 o
271:1

= M
1
)

2.6 Mean Absolute Percentage Error
(MAPE)

MAPE is one of the methods normally used
to evaluate a model and its value can be
determined using the following equation
[32]:

g =Yl

MAPE = fy* x 100% (8)

Where, y; is the i-th data, y'; is the i-th data
for forecasting, and n is the total data. The
prediction criteria for MAPE as indicated by
[32] are as follows:




Table 1. MAPE Criteria

MAPE Prediction
Criteria
< 10% Excellent
10% — 20% Good
20% — 50% Reasonable
> 50% Bad

3. Results

The body fat data from a database known as
Kaggle was used in this study. It consists of
data for 252 respondents with 14
independent variables and 1 dependent
variable as indicated in the following Table
2.

Table 2. Data from PCA Dimension Reduction

X, X, X, - Y
23 15425 6775 - 123
22 17325 7225 - 6l
72 19075 705 .. 26
74 2075 70 - 319

The dimensions of thefjta set were reduced
using a rough set and the results are
presented in Table 3.

Table 3. Body fat data reduction results

X, X, X3 Y
154.25 67.75 1.0708 12.3
173.25 72.25 1.0853 6.1
190.75 70.5 1.0399 26
2075 70 10271 319

The data in Table 3 wé&f3 further converted
into fuzzy numbers, and the results are
presented in the following table

Table 4. Body fat membership value
X, X, X, Y
0 0.2713 0 0

03437 09823 0 0
04965 0.7462 0 0
06493 06105 0 0

The input in Table 4 was used to obtain the
following rules:
[R1] If X1 is nonstandg2, X2 is high
nonstandard2, X3 is high, then Y is athletic.
[R2] If X1 is standard, X2 is high
nonstandard2, X3 is high, then Y is athletic.
[R3] If X1 is nonstandard2, X2 is high
nonstandard2, X3 is high, then Y is good.
[R4] If X1 is nonstandard2, X2 is high
nonstandard2, X3 is high, then Y is normal.
[R5] If X1 is nonstandard2, X2 is high
nonstandard2, X3 is high, then Y is
overweight.
[R6] If X1 is standard, X2 is high
nonstandard2, X3 is high, then Y is good.
[R7] If X1 is nonstandardl, X2 is high
nonstandard2, X3 is high, then Y is athletic.
The similarities in each rule were later
determined wusing MBGD-UR, and the
results are indicated as follows:

y, = —0.1515 + 0.9664X,
+0.9201X,
+0.6203X;

y, = —0.2981 + 0.8369X,
+0.8939X,
+0.7895X,

5 = —0.5750 + 0.6356X,
+0.6385X,
+0.6492X,

y, = —0.6431 + 0.8585X,

+ 0.6853X,

+0.5158X; (9)
ys = —0.5017 + 0.7990X,

+ 0.4268X,

+0.6014X,

ye = —0.3812 + 0.7074X,
+1.1365X,
+0.4482X,

y, = —0.3093 + 0.9108X,

+ 0. 6590X5
+0.7610X,




Defuzzification wafonducted on the rules
obtained, and the results are indicated in

Table 5
Table 5. Body fat defuzzification results
Y Y
123 18.2045
6.1 19.7421
26 20.0780
319 20616l

MAPE value was determined as follows:

21_1 . Iyi - yFII
i= -
MAPE = ——L % 100%
En l12.3-18. 2045| I6.1— 197421| |31.9—20.6161|
1 123 6.1 319 %
252
100%

= 36.5510% = 37%
4, Discussion

This study used 252 data with 14
independent variables and 1 dependent
variable, and the results of the dimension
reduction using rough set method are
presented in Table 3. The 14 variables were
discovered to be reduced to 4 variables
including weight (X;), height (X,), density
(X3), and body fat (Y).

Rough set results were subsequently
used as input in TSK with each variable
subjected to a fuzzification process to
convert the data to fuzzy numbers using
membership functions. This led to the
generation of 7 rules which are in the form
of IF-THEN as in Equation (3). Moreover,
the consequences for each rule were
optimized using MBGD-UR, and the
constants generated for each rule were
arranged into Equation (8).

The defuzzification process was later
used to obtain output in the form of firm
numbers. It is important to know that the

defuzzification value was determined by
multiplying the y value with the predicate
alpha in each rule and dividing it by the total
predicate alpha. The defuzzification (Y")
was calculated using Equation (4) and the
results are shown in Table 5.

Real Data and Predicted Results
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Figure 1. Real data and predicted results

Figure 1 was used to compare the data
from the predicted results and the real data.
Moreover, MAPE value was calculated
using Equation (8) to determine the accuracy
of the model obtained and the value was
found to be 37% which is classified as a
reasonable category as indicated in Table 1.

5. Conclusion

This study applied rough test dimension
reduction method TSK fuzzy to body fat
data after which the rule from TSK fuzzy
was optimized through MBGD modified
using UR. Moreover, MAPE was used for
evaluation and its value was recorded to be
37%, thereby indicating the model is
included in the reasonable category.
Therefore, it is recommended that further
studies use other dimension optimization
and reduction methods.
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