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Hamming, Minkowski Chebysev Clustering. The objective olnlis research is to compare the output
’ quality of the cluster from Fuzzy Subtractive Clustering by using
Hamming distance and Minkowski Chebisev combination distance.
This research shows that the Partition Coefficient value resulted on
Fuzzy Subtractive Clustering by applying Minkowski Chebisev
distance generally higher than the application of Hamming distance.
This concludes that the output quality of the cluster by using
Minkowski Chebisev distance is better.

1. INTRODUCTION

Clustering is a data analysis process which applied to classify the unlabeled data (Gan
et al., 2007). In the optimum classification, each set of data will have a high percentage of
similarity on certain cluster. Principally, cluster analysis will classify the given set of data
which have high similarity into the same cluster and the dissimilar set of data into different
cluster (Rencher, 2016).

Fuzzy clustering is a clustering method which applied to determine the set of data
into certain cluster based on their membership value (Sharma & Verma, 2019). There are no
certainty on each data to be included in one certain cluster. Hence, each data will have the
possibility to be included as a member in different clust@] (Jang et al., 2005). There are few
known method for fuzzy clustering process, which are Fuzzy C-Means method and Fuzzy
Subtractive Clustering.

Fuzzy Subtractive Clustering is one of th@lustering method where the number of
cluster classification is still undetermined yet. The basic concept of this method is to establish
the coordinate of each data which possess the highest number of density value. Set of
coordinate which have the highest number of neighboring coordinates will be chosen as the
cluster centroid and its density values will get reduced (Sangadji et al., 2018). In this method,
the obtained number of cluster are affected by certain parameter, which is the radius (Dyvak
etal.,2018).
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Few researches has been done by applying Fuzzy Subtractive Clustering, such as the
research which done by (Ghane'i Ostad et al., 2018) to determine the overlapped community
on LBSN. In this research, every cluster centroid will be defined by the application offjuzzy
Subtracting Clustering based on each set of data potentials. This research concludes that the
given method have higher accuracy than the previous used method.

The research which analyzed by (Salah et al., 2019) is applying subtractive
classification which combined with swam particle optimization based on fuzzy classifier.
Furthermore, (Abdolkarimi & Mosavi, 2020) also do a research related with fuzzy inference
system for subtractive clustering whij combined with wavelet for improving the navigation
system. Other than that, (Banteng et al., 2019) and (Zeng et al., 2019) also applying
subtractive clustering to analyze ad hoc cellular network based on information criteria for
forecast process based on linear combination with independent variables.

Another research also worked by (Benmouiza & Cheknane, 2019) with the objective
to forecast the solar radiation value by applying subtractive clustering, fuzzy c-means, and
network partition. Three clustering methods used in this research is done for classifying
every given set of data into certain classification so that each data included on certain
@Bssification have the high percentage of similarity to improve the understanding of the
correlation between each data and to simplify the forecasting process.

In Fuzzy Subtractive Clustering method, the similarity measurement to determine the
number of points which have the highest number of neighboring points is needed. The most
frequently used distance parameter to determine the similarity measurement is Euclidean
distance. In (Rezaei & Rezaei, 2019), the most known distance measurement to measure the
distance between two set of fuzzy clusters is Hamming distance. This statement became the
basis on the application of Hamming distance for this research. Other than the Hamming
distance, the Minkowski Chebisev combination distance application also had been analyzed
by (Rodrigues, 2018) for classifying process by using K-Nearest Neighbors (KNN) and
(Surono & Putri, 2020) for clustering with Fuzzy C-Means and Principal Component
Analysis application. Based on the statement below, this research will compare the achieved
result through the application of Hamming distance and Minkowski Chebisev combination
distance for clustering process using Fuzzy Subtractive Clustering method.

2. BITERATURE REVIEW
2.1. Fuzzy Subtractive Clustering

Fuzzy clustering is a clustering method based on the membership values which
enclose fuzzy cluster as a clustering measurement basis. Every set of data are provided with
probability value for their classification into existing group, this means that this each of data
is not absolutely included in only one cluster and they will have a probability value to be
classified in different cluster which have the highest ﬁrcentagc of membership level.

Fuzzy Subtractive Clustering (FSC) is one of thgfuzzy clustering method where the
number of existing cluster is unestablished yet. The basic concept of this method is to
determine every coordinates of each data which have the highest density with their
neighboring points. The coordinate with the highest number of neighboring points will be
used as the cluster centroid. Then, the density level of the coordinate which used as a cluster
centroid will be reduced and algorithm will determine the different coordinates which have
the highest number of neighboring points to become another cluster centroid. This process
will be executed until every set of coordinates have been tested.
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3.

BESEARCH METHODS

3.1. Fuzzy Subtractive Clustering Steps

The method used in this research is Fuzzy Subtractive Clustering (FSC) with distance

parameters, namely Hamming distance and Minkowski Chebisev combination distance. The
obtained lusters will be evaluated using the Partition Coefficient to see the quality of the
clusters. The data usedflin this study is hypertension patient data. The variables used were
age (X;), gender (X;), systolic pressure (X;), diastolic pressure (X;), and body weight (X,).
Information about the methods used in this study w&l be described as follows:

a.

b.

Determine the parameter values, which are, r (radius), q (squash factor), accept ratio,
reject ratio.
Transform the given set of data into fuzzy number by applying membership function

(Mahajan & Gupta, 2019) (Debnath & Gupta, 2019):
1 x<a

e_(%) —e~F
RO =" 4<x<b O
1—e”*
0 x=b -
Determine the potential of every given set of data Di; i = 1,2,3, ... , n with steps as
follows:
First, measure the distance for every given set of data by applying:
Hamming distance (Chen & Deng, 2020)
u;) — pug(y,
DiStU — (JuA( L) JuB( L)|) (2)

r

Minkowski Chebisev combination distance (Rodrigues, 2018) :

p
Wl,’ ’;1=1|xm = ml? +w2max:;=1|xm = Vml ;
(3)

T

DIStU =

Second, determine the initial potential of each data by applying:

D, = Zn: e—4(2ﬁlomrfj(xi)} )
k=1
Find the data cgordinates with the highest level of potential:
M = max|[D;|i = 1,2, ..., ]; for the first iteartion.
Z =max|[D;|i = 1,2, ..., ]; for the second, thord, and the following iteration.

Measure the ratio (R) of the cluster centroid candidates by applying the following
equation:
R=— (5)

M
In initial iteration, value Z=M.
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f. @heck the suitability of the cluster centroid candidates to become the cluster centroid
by using 3 condition as follows:

Condition 1: If ratio > accept ratio, the cluster centroid candidates are suitable to
come the cluster centroid.

Condition 2: If reject ratio < ratio < accept ratio, further suitability test will be
executed to determine whether the cluster centroid candidates are suitable to become
the new cluster centroid. If the result of suitability test still below the minimum
requirement for cluster centroid suitability value, the iteration process will be
terminated because there are no further data available for further consideration. The
steps for executing the second conditiofprocess are:

Md=-1

for k = 1,2, ..., p, where p= the number of cluster.

m

Vi — Co v 2
= (5) ®
=
If (Md < 0) or (Sd,, < Md), then Md = Sd,,

Mds = VMd;
Where Mds is the nearest distance between the coordinates of the cluster centroid
candidates to the cluster centroid. l"n(ratio + Mds) = 1; the cluster centroid
candidates are suitable to become the new cluster centroid. Meanwhile, if (ratio +

Mds) < 1; then, the cluster centroid candidates are not suitabland won't be
reconsidered as the new cluster centroid (potential of the data is set to 0)

Condition 3: if ratio =< reject ratio, there will be no further data consideration to
become the cluster centroid candidates and the iteration process will be terminated.

g. If the new cluster centroid has already acquired, the data potential around the existing
cluster centroid will be reduced by using equation:

Df = D{™* =D, (7)
where
m (Cej—%in?
b zve PRCEED] ®
ki

h. Retransform the cluster centroid into the its data original form:
x=(a—b)In(u—pe*+e)+a (9

i. Measure the membership degree by using equation:

_pm (i~ Ckj
#j(l- =e Ejzl( \EU} ) (10)
where
J.:T*(Xmaxj_Xmmj) (11)
f v
j. Determine the validity index by applying Partition Coefficient (Utomo & Marutho,
2018)
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N K
1 2
PC=% ZZ“”’ (12)
n =1 j=1
with N is the number of research object, K is the number of cluster, and p;is the

s

membership value of the object “I” on cluster centroid “j”.

0
4. RESULT AND DISCUSSION

FSC measurement process will resulting in number of acquired cluster and Pd&lition
Coefficient value. The parameter value which applied in this research are g = 1.25, accept
ratio = 0.8, reject ratio =02, r =0.72,0.79,0.97, 1.12, 1.31, and 1.6. Data which used for
FSC measurement will be transformed into fuzzy number by applying equation (1) with the
result as follows

Table 1 Fuzzy Numbers

X X3 X3 Xy X5

0 0 0.4609 0.1289 0.4018
0.3913 1 0.5516 0.4785 0.1468
0.5734 0 0.3775 0.2862 0.6813

Furthermore, clustering by using Hamming distance for each existing radius will
resulted in 3 classification; by using r =0.72, 4 clusters will be achieved; by using r =0.79,
3 clusters will be achieved; and by using r = 0.97, 2 clusters will be achieved. The achieved
cluster centroid are described as follows:

[0.4340 0 0.4609 0.2862 0.4018]
c.. —|04634 1 04609 02862 0.6501
0727104196 1 04609 0.2862 0.1468
| 0.3913 0 05144 0.1579 1

r0.4340 0 0.4609 0.2862 0.4018]
Co7o = (04634 1 0.4609 0.2862 0.6501
[0.3114 1 0.3008 0.1289 0.0775)
c :[0.3373 0 04101 03775 04785
097 7 10.4634 1 0.4609 0.2862 0.6501

The C matrixes that mentioned below are the result of cluster centroid for each
applied radius. The Co.72 matrix points the matrix of the acquired ca;tcr centroid with radius
0.72. The first row on Co.72 matrix shows the first cluster centroid, the second row shows the
second cluster centroid, the third row shows the third cluster centroid, and the fourth row
shows the fourth cluster centroid.

Furthermore, the application of Minkowski Chebisev combination distance will
resulted in 3 classification for each radius; by using r = 1.12, 4 clusters will be achieved; by
using r = 1.31, 3 clusters will be achieved; and by using r = 1.6, 2 clusters will be achieved.
The achieved cluster centroid are described as follows:

0 0 04609 01289 04018

C... = 0.5900 1 0.4609 0.1289 0.5900
112 0.5092 0 1 1 0.6196

0.7894 0 0.7571 0.2862 0.2439
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0 0 04609 01289 04018
Ci31=(05900 1 0.4609 0.1289 0.5900
0.5092 0 1 1 0.6196

0 0 04609 0.1289 0.4018

C —
16 [0.7508 1 0.6501 0.4785 0.7132

The C matrixes that mentioned below are the output of cluster centroid for each
applied radius. The C;.;2 matrix points the matrix of the achieved cluster centroid with radius
0.72. The first row, the second row, the third row, and the fourth row on Cp.72 matrix shows
the first, second, third, and fourth cluster centroid respectively.

Afterwards, the achieved number of clusters are evaluated by applying Partition
Coefficient value. Then, the result of the Partition value for FSC method with the application
of Hamming distance and Minkowski Chebisev combination distance is compared. The
result comparison is shown in figure 1.

Comparison PC Value of FSC Hamming
Distance and Minkowski Chebysev Distance
Combination

—#—Hamming Distance

Partition Cogfficient

== Minkowski Chebysev
Distance Combination

2 25 3 35 4
Number of Clusters

Figure 1 Partition Coefficient Value Comparson
of Fuzzy Subtractive Clustering

Based on figure 1, the achieved Partition Coefficient value for Hamming distance
application are lower than the Partition Coefficient value for Minkowski Chebisev
combination distance application. The Partition Coefficient value from the Hamming
distance for 2 achieved clusters is 0.5369, for 3 achieved clusters is 04801, and for 4
achieved clusters is 0.5473. At the same time, the Partition Coefficient value from
Minkowski Chebisev combination distance for 2 achieved clusters, 3 achieved clusters, and
4 achieved clusters are 0.6135,0.5319, and 04867 respectively.

5.  CONCLUSION

In this research, the clustering method which being used is Fuzzy Subtractive
Clustering with the application of Hamming distance and Minkowski Chebisev combination
distance. Then, the Partition Coefficient value which measured from the Fuzzy Subtractive
Clustering method with 2 mentioned distance parameter will be compared. Generally, the
Minkowski Chebisev combination distance application is resulting in Partition Coefficient
value which are better than the Partition Coefficient value acquired from the application of
Hamming distance. This conclusion is concluded because of the Partition Coefficient value
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resulted from the application of Minkowski Chebisev combination distance are generally
higher than the Partition Coefficient value achieved from the Hamming distance application.
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