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ABSTRACT: givance Planning and Reservation in a Grid System allows applications grequest resources from multiple
scheduling systems at a specific time in future and thus gain simultaneous access to sufficient resources for their execution.
Existing aa‘vanca‘esen’armn strategy will reject incoming reservation if requested resources are not available at that exact
Ehie. Therefore impact of advance reservations is decreasing resource utilization due to fragmentations. This paper proposes
a novel advance planning and reservation strategy namely First Come First Serve Ejecting Based Dynamic Scheduling
(FCFS-EDS) to increase resources utilization in a grid system for MPIjobs. MPI jobs are jobs that need more than one compute
node of their execution and must start at the same time on each of the compute node. To achieve this we introduce a new notion
that maps a user job to a virtual compute nodes (called logical view) which are subsequently mapped to actual compute nodes
(called physical view) at the time of execution. A lemma ensures the success of such a mapping with increased resource

utilization.
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1. Introduction

In most grid systems withlditional scheduler, submitted jobs will be placed in the wait queue if mandated resources are not
available for them. Every grid system may use a different scheduling algorithm, for example First Come First Serve (FCFS),
Shortest Job First (SJF), Earliest Deadline First (EDF), or EASY Backfilling [ 1] that executes jobs based on different n"amctcrs,
such as number of resources, submission time, and duration of execution. With these scheduling algorithms, there is no
guarantee about when these jobs will be executed [2].
2

To address the unwarranted waiting time issue and glsurc that the specified resources are available for ap§fifations at a
particular time in the future, we need an advance planning and reservation system [3]. Advance reservations [4] allow a user to
request resources from multiple scheduling systems at a specific time in the future and thus gain simultaneous access to enough
resources for their applications.

4
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2. Literature Review

Many earlier literatures discuss about advance reservation strategy to increase resource utilization.We have attempted to
broadly categorize these advance reservation strategies reported in the literature as follows:

2.1 Rigid Reservation

When users request for compute nodes, they must provide three parameters, start time, end time and number of compute nodes.
The reservation systemf§lien searches for the availability of requested compute nodes in the specified time interval. If required
[{Bdes are unavailable, the request is rejected. This mechanism is known as rigid reservation and has been adopted into the
Globus Architecture for Reservation and Allocation (GARA) [5]. [6].

2.2 Elastic Advance Reservation

With rigid reservations, there is a shortcoming. If the users still want to reserve compute nodes then they must change the job
parameters and again query for reservation until there is a match between the availability of compute nodes and the user’s
request. This mechanism brings an overhead due to communication traffic. Elastic reservation proposed by Sulistio et al. [7]
takes the user request parameters as soft constrain. The reservation system instead of rejecting the request provides alternatives
that can be selected by the user. Results show that their on-line strip packing (OSP) method performs better than first fit
alternative (FF) and FF performs better than rigid reservation (RR). This strategy has been adopted in GridSim [8].

2.3 Overlapping/Relax Advance Reservation

In this strategy, user jobs are scheduled even if there are reservation violations in the degBJines because of overlapping of jobs.
Peng Xiao et al. [9] used the overlapped time slot table, because they believed that applicationfend to overestimate the
reservation deadline to ensure their dffnpletion [10], [11]. They assumed that the real workload tends to overestimate the relative
deadline with mean value by 35%. Experimental results show that this strategy can bring about remarkably higher resource
utilization and lower rejection rate at the price of slight increase in reservation violation.

Peng Xiao etal. [12] added capacity issue in their relaxed model. They can limit the price of reservation violation as an impact of
the relaxed reservation by adjusting parameter v*.

3
Sabitha etal. [13]have intmducedgc]axed resource advance reservation policy (RAEP), which allows reservations to overlap
each other under certain condition. But it is successful only in high reservation areas. So to cover both high and low reservation
areas, trust is included in reservations. It can have better adaptation in the presence of both low and high reservation area when
trust factor is considered.

2.4 Flexible Advance Reservation (Static)

In flexible advance reservation, user jobs are scheduled within given flexible constraints. Moaddeli et al. [14] has examined the
impact of backfilling algorithm in a flexible advance reservation. In their examination they distinguished between aggressive
backfilling and conservative backfilling. Aggressive backfilling has higher utilization than conservative one.

adushik et al. [15] proposed a flexible reservation window schﬁat m-dﬁw size is the difference between the earliest start time
of the user request and latest possible start time of the request. By conducting extensive simulations, they conclude that, when
the size of the reservation window is equal to the average waiting time in the on-demand queue, the reservation rejection rate can
be minimized close to zero and increase resource utilization.

Castillo et al. [16] has proposed a scheduling algorithm to increase system utilization using a concept from computational
geometry. Here deadline is equal or larger than the execution time. If the deadline is the same as the length of the job, itis called
as immediate deadline, and if the deadline is longer than taexecution time, it is known as general job deadline. To schedule the
general job deadline, they use the following strategies: Min-LIP, which minimizes the leading idle period; Min-TIP, which
minimizes the trailing idle period; First-fit, which returns the first (i.e., earliest) feasible idle perimaegard]ess ofthe sizes of the
leading and trailing idle periods; LACT (latest available completion time), where the scheduler assigns an arriving job to the
server with the latest completion time that is earlier than the ready time of the new job. The result shows that Min-LIP gives the
best system utilization compared to other strategies.
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2.5 Flexible Advance Reservation (Dynamic, Physical View)

This strategy takes an advantage of shifting even earlier reservations made (subject to given flexible constraints) to me room
for new incoming reservation. Chunming et al. [17] ilmluced time span when there is a time range for the starting time of the
Jjob. This time span is called slack-timal' hey proposed a novel mechanism called FIRST (F]cxm Reservation using Slack Time).
The advantage of slack-time is that the starting time of the job can be shifted to improve resource utilization and to reduce
rejection rate. If new rmvatiun comes the reservation system reschedules all unexecuted reservation by taking one by one,
according to the rule of FIFO, min slack, min-min, min-max, and suffrage policy to see whether there is a solution or not. If there
is no solution then the new reservation request will be rejected. The result shows when compared to rigid reservation, FIRST
gives better resource utilization and min-min based gives better result than the rest.

In FIRST as mentioned before, every time a new task comes, it reschedules the entmask, According to Netto et al. [18]
rescheduling the task will have mtter system utilization if the user can wait until 75% of waiting time has been pasal,
compared to 50% and 25%. They observe that the longer a user waits to fix their jobs the better the system utilization. They use
five different sorting techniques: Shuffle, First in First out (FIFO), Biggest Job First (BJF), Least Flexible First (LFF), and Earliest
Deadline First (EDF). They concluded that EDF technique has the best result in increasing resource utilization.

Behnam et al. [19] have introduced scheduling algorithm for advance reservation called GELSAR (Gra-vitational Emulation Local
Search Advance Reservation) in grid system whthe reservations can have a deadline () which can be equal or larger than
aready time (r7) + length of the reservation (/j). The Idea is to imagine that the search space is the universe and objects in this
universe are the possible solutions. Every time the new reservation comes the GELSAR reschedule all reservation to find the
best solution. If there is no solution the new incoming reservation is rejected. They compared their algorithm with other
rescheduling algorithm ( Genetic Algorithm, GA) and the found the result that their algorithm outperformed G A algorithm.

3. Proposed Advance Planning and Reservation Strategy

2
We prupose!lovc] advance planning and reservation strategy namely First Come First Serve Ejecting Based Dynamic Scheduling
(FCFS-EDS) to increase resources utilization in a grid system. To achieve this we introduce a new notion that maps a user job to
a virtual compute nodes (called logical view) which are subsequently mapped to actual compute nodes (called physical view) at
the time of execution. A lemma ensures the success of such a mapping with increased throughput. This approach can be
categorized under Flexible Advance Reservation (Dynamic, Logical View).

3.1 Definition of Flexible Advance Reservation

Let us define “flexible advance reservation” as follows: “Flexible advance reservations are reservations where the time
between reservation request starting time [r“ ) and reservation request end time (t J] is longer than the execution time (rd )of
a job” as shown in Figure 1.
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Figure 1. Flexible Advance Reservation
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.fo s current time

t,: lower bound to start time of the job

¢, upper bound to end time to execute the job
t,: execution time of the job

t: relax time, define by t=t,-1, -1,

¢, upper bound to start execution of the job, defined as 7, =1 -1 =1 _+1t

t,,+ lower bound to end time to execution of the job, defined asz, =, +1,

¢ : start time to execute the job (¢, <t =t,)

t,: completion time to execute the job (£, <¢_<¢)

1 flexibility time, defined as L=t

f: the degree of flexibility, define as /' =Tf , heref = 1, (if f= oo, the job considered as
non reservation job mode. If £ = ¢, andfil the job for reservation considered with top
most priority leading to immediate reservation mode i.e., scheduling mode)

Userld : identification of a user

jobId : identification of a job

numJ : number of jobs

numCN : number of compute nodes needed

maxCN : total number of compute nodes

3.2FCFS-EDS Strategy

This strategy takes an advantage of shifting earlier reservations made (subject to given flexible constraints) to make room for
new incoming reservation request. However the planning for reservation in our proffE#d model provides a logical view as
against the physical view reported in the literature. Therefore we call our method as First Come First Serve-Ejecting Based
Dynamic Scheduling (FCFS-EDS) strategy.

Let us assume that earlier “n - 1" reservation requests made to FCFS-EDS, specified by the following parameters: ¢, 1, ,
userld, jobld, numCN have been successfully scheduled. Definition of variables is explained in lines 4-9. Lines 1014 initialize
the variables.

Incoming “n*™

reservation request is scheduled based on first fit strate gy (iteration of line 16-25). It tries to search for resources
within the given constraints (¢, , f,_and numCN) and without disturbing plan for previous “ - 1” reservation requests that were
made. Let uscall this as plan P . If within the given flexible constraints the search fails to allocate resources the algorithm tries
to move around pre-vious “n - 1” reservations to accommodate “n”” reservation request (lines 31-44). If the resources are found
then the search is declared successful and the algorithm outputs a new plan P that depicts “#” reservation requests as a
logical view. If the search is a failure then the “n - 1” reservation request plan has to be restored to its previous state ie. P, .
The tme complexity of FCFS-EDS algorithmis O(n. m) wherenis t and mis .

Algorithm FCFS-EDS

Function searchAndAlloc(userId, joblId, tes, tls, te, numCN : integer)—boolean
//search and allocate job with given tes, tls, te, numCN

Dictionary

start : integer /*start time of the job*/

finish : integer /*finish time of the job*/

min : integer /#*min free within interval start - finish=*/

I R Y
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7 t : integer /*timeslot of minimum available node between start to finish*/

8 tr : integer /*relax time, length between of tes and tls*/
9 relax : integer /*different between start and tes time (start - tes + 1)*/
Algorithm

10 tr « tls - tes

11 succeed ¢« false

12 start « tes

13 finish ¢« tes + te - 1
14 relax ¢« start - tes

15

16 while (!succeed and (relaxd < tr)) do /*searching by first fit strategy*/
17 /*searching minimum free node between start to finish*/
18 min,t ¢« minFreeNode (start, finish)

19 if (min > numCN) then

20 allocate(userId, jobId, tes, start, tls, te, numCN)
21 succeed ¢ true

22 else

23 start « t + 1

24 finish « start + te - 1

25 relax ¢« start - tes

26 /*end while, the state is succeed=true or succeed=false (relax = tr)=*/
27

28 start « tes

29 finish ¢« tes + te - 1

30 relax ¢« start - tes

31 while (!succeed and (relaxdetr)) do

32 /*searching minimum free node between start to finish*/

33 min,t ¢« minFreeNode (start, finish);

34 if (min ee numCN) then

35 /*push or schedule the job to data structure using our lemma below
36 and update free node between start to finish*/

37 allocate (userId, jobId, tes, start, tls, te, numCN)

38 succeed ¢ true

39 else

40 /*try to shift a job that start at t time slot=*/

41 if (!shiftNode (t, numCN-min)) then //can’t be shifted, start equal t+l
42 start « t + 1

43 finish « start + te - 1

44 relax ¢« start - tes

45 /*end while, the state is succeed=true or succeed=false (relax = tr)=*/
46 1f (!succeed)

47 putBackZllshiftedJob ()

48 return succeed

3.3 Mlustration

To explain how FCFS-EDS works we introduce an example, If we have maxCN compute node (physical view), let maxCN is equal
to 5 (cn0 - cn4) as physical nodes, then the number of virtual node (v0 - v4) is also 5 (v0 - v4). Sequence of incoming reservation
is depicted in Table 1, where numCN < maxCN and numJ are the number of jobs submitted by a user/d. For example the given
parameters for userld = 3 in the Table 1 implies the following: “User 3 reserved 3 time slots at time slot 12 up to 14, needed |

compute node for | independent job, and cannot be delayed/shifted. (¢, , 1, =12,1,=3, numCN =1, numJ = 1)".

The result of FCFS-EDS is a plan shown in Figure 2, where x axis indicates time slot, and y axis indicates virtual compute node
(Logical View). As there are 5 virtual compute nodes, they are shown along the y axis as v0, v1, v2,v3, and v4. The ten user
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reservations have been allocated during time slots 11 to 17. Consider user/d = 9 from Table 1. The virtual computes nodes
allotted to itare v4 attimeslot 11(s,_=11) and v3 at time slot 12 as only 1 job (requiring 2 execution time slots) has been submitted
by this user.

userld 1t t, t, numCN  numJ
1 11 11 1 2 1
2 11 11 3 1 1
3 12 12 3 1 1
4 15 16 1 1 1
5 15 15 1 2 1
6 11 11 2 1 1
7 13 13 1 1 1
8 16 16 2 1 1
9 11 11 2 1 1
10 15 15 3 1 1

Table 1. Parameters of reservation request

vl 91
| 61| 91 10,1
2 2,1 | 6,1 7.1 5,1
M1 1,1 31 | 31 51 10,1 | 10,1
Wi 1| 21| 21| 31| 41| 81 | 81

10 11 12 13 14 15 16 17 18

Figure 2. Ten reservations have been allocated (Logical View)

Suppose User 11 wishing to reserve 3 time slots from 12 up to 14, needs 2 compute nodes for 1 indepen-dent job and can be
delayed up to time slot 14 ((c_s= 12, L= 14, t= 3, numCN =2, numJ=1). See Figure 3.

The result of FCFS-EDS is a plan for the new incoming reservation request from user 11 which is depicted in Figure 4. Using
conventional reservation or rigid reservation job from user 11 will be rejected. From Figure 4 it is seen that the same job on
different time slot is allocated on different virtual compute nodes. On successful reservation a notification is sent to the user
only once (in our approach as we are working at a logical view) whereas in other approaches it has to sent every time a revision
ismadein the plan (P ) (physical view: reassignment of physical resources) [18,19].

3.4 Mapping of the Plan (Logical View) to Actual Compute Node (Physical View)

We introduce a Lemma to guarantee that the plan (logical view) can always be mapped into actual compute node (physical view),
and once a job is started at certain compute node, then it will be executed on the same compute node for the entire time slot.
Applying the lemma to the plan as depicted in Figure 4, we guarantee that all the jobs will be executed as shown in Figure 5
(Physical View).

The concept of proof of our advance planning and scheduling strategy is assured due to the following Lemma:

Lemma: [f one can plan for sched§glg ajob on the consecutive time slot on virtual compute nodes (which are selected freely)
(Logical View) then it guarantees that the job will be executed on a dedicated physical node for the required execution time

4
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1,1 [ 1,1 | 1,1
1,1 1,1 [ 11,1
“li9q
31| 6,1 9,1 10,1
2| 2,1 | 6,1 7,1 5,1
vi| 1,1 | 3,1 3,1 5,1 | 10,1 | 10,1
wl L1 |21 [ 2,1 31]41]81] 81
10 11 12 13 14 15 16 17 18
Figure 3. User 11 makes a request for reservation
wl %1 1, 1 11, 1
3161 9.1 | 11,1 10, 1
vl o2,1 6,1 7,1 11,1 5.1 4,1
v L1 31 31 11,1 5.1 10,1 10,1
winr | 21 2,1 | 3,1 | 11,1 | 81 8,1
10 11 12 13 14 15 16 17 18

Figure 4. User 11 has been allocated using FCFS — EDS (Logical View)

(Physical View).

cnd 9,1 11,1

cn3 6,1 11,1

cn2 2,1 10,1

enl 1,1 | 7,1 51 8,1

eno| L1 3,1 51 4,1

0] 11 12 13 14 15 16 17 18

Figure 5. Actual Compute Node Mapping (physical view) ats,=18

Proof: Let.J(¢) be 1s an array of size maxCN [maximulmlmber of compute node) scheduling plan at time slot ¢. i* element of .J

() is the job id that is assigned to i compute node at time slot .

Let JS (f) be the list (set) of jobs planed for time slot t associated to .JS(¢) . Then
JS (1) —JS (t +1) indicates the list (set) of job finishes at time m:
JS (t +1) —JS (1) indicates the list (set) of job start at tilmlot t+1

JS (1) M JS (¢ +1) indicates list (set) of a job continuing from time slot ¢ to ¢ +1

A, ist to t+] assignment matrix of order maxCN (of zeros and ones). 4, (i, /) = 1 indicates that job at time slot ¢ is executed at
compute node i and at time slot ¢ + 1 is executed at compute node ;.

A, is a partial permutation matrix. One can construct complete permutation matrix, say C,  (which is a non singular matrix).

Let C'be equal to €, then the multiplication between C, and Cis /
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Thus the multiplication between 4, and C'is P/
If the 4, is Partial Identity (/) matrix,
Then the job at time ¢ will be executed at the same compute node at time slot 7+ 1.

Else treat advance scheduling plan for 7 +1 time slotas by multiply J (z + 1) with C (one can easily verify that 4, for this
will be PI).

4. Experiment

The comparison of our scheduling strategy FCFS-EDS is depicted in Table 2. It presents parameters that have been used by
other researchers. The rows indicate possible parameter and column the scheduling strategies. The entries are notations/
symbols, policy and name wherever provided by the authors otherwise dash has been used. However, there is no clarity on
whether their strategies accept MPI type of jobs. Our proposed strategy accepts those jobs and details are pointed below.
User requests, which are input for our FCFS-EDS, are generated randomly. The input specifications are:

a. The rate of incoming reservation requests are assumed to follow poison distribution with mean 2.0,

b. Execution time (¢, ) for reservationrequests are between 5 to 15 timeslots distributed uniformly,

c. Earliest starting time (7, ) is between 0 to 24 timeslots distributed uniformly,

d. Percentage of user request that are for flexible advance reservation is assumed to at most 50% (selected randomly),

e. Relax time (¢ ) is between 1 to 12 timeslots distributed uniformly and £, =¢_+¢,

f. Number of compute node needed (numCN) is between 1 to 5 compute nodes and distributed uniformly,

g. In the experiment it is assumed that a time slot is equal to 5 minutes (clock time).

100
= 95
2
E 9% —— Utilization with Advance planning
é (FCFS - EDS) for MP1 Job
< 8
&
g 8 ~ Utilization without Advance planning
g for MPI Job
575
2

70

25 35 45 55 65 75 8 95
Time slot

Figure 6. Comparison of percentage of utilization factor between scheduling with Advance
Planning (FCFS — EDS) and flexible advance reservation without Advance Planning

We compare the performance of our method (FCFS-EDS with logical view) and one with only physical view. With above inputs
and total number of compute node is 30 (numCN = 30), the utilization factors of both strategies are measured. The comparison
of resource utilization of both strategies is shown in Figure 6. Percentage of utilization factor is calculated within sliding window
of size 12 time §l&kts (1 hour). Figure 6. shows that FCFS-EDS yields better utilization than the traditional strategy (with only
physical view). We have compared the performance of the proposed method [20] (FCFE-EDS with logical advance planning) and
an existing approach (flexible advance reservation strategy without advance planning) for parametric jobs and the data structure
used is reported in [21]. The results showed that FCFS-EDS for parametric jobs, yields better utilization than the traditional
strategy (without advance planning).
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work etal.  etal etal. etal etal etal. et al. etal.
Current Bifpe —
. B % ) ) ) fy ) ) t=0 )
Time of the
earliest start time L, L, r - LI t, t, L t,
of the job
start time to t - - t - t t - t
. s start start s st
execute the job
completion time
to execute the t i | t o, - - t - t,
< €r < <
the end time to
. t t d - - - d d. t
execute the job d e i i dt
execution time of
the job t, dur 1j dur d duration t, LJ. ty
Relaxed time
Degree of flexibil- ) ) w ) slack ) ) )
ity f i i i I I I - -
Compute nodes
n n 1 1 1 1 N N
needed o
N flexi- gt gE!Wl'd ungm- re- flexi-
ame ble elastic job  strained Ixed flexible ble - Flexible
deadline /flexible
FCFS  FCFS FCFS . .
Scheduling _EDS  -OSP  Min-Lip FCFS FCFS Min-min EDF GELSAR FCFS
Table 2. Comparison between other scheduling strategy

5. Conclusion

In this paper we proposed a novel advance planning and reservation strategy FCFS-EDS for MPI jobs to increase resource
utilization in a grid system. This strategy maps the job to a virtual node (logical view) and the Lemma guarantees that these jobs
will be assignelib compute resources (physical view) for execution and will achieve higher resource utilization. We also
experimentally compared the performance of the proposed method (FCFS-EDS with advance planning and reservation for MP1
jobs) which showed better performance than an existing approach (flexible advance reservation strategy without advance
planning).
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