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ABSTRACT
The sawing result prediction that can give overview how much Sengon sawing can yield is done
by manual calculation that require a long and difficult process, so there need a method to resolve
this problem. This study aim is to find whether K-Nearest Neighbor is acceptable for Sengon
sawing result prediction. The Research steps is collecting the data, algorithm calculation and test
performance. Manual calculation method which is done by preparation of the data training (old
data) with 135 data, enter the value of the new data (testing) with 10 data, checking the distance
Huclidean, look for K value, determines the outcome then test performance Test performance
done by comparing result of K-NN prediction with real data and application implement. Research
Result show the manual calculation predlcnon and apphcatmn 1mplementgnt an accuracy 0.7 or 7
0%, precision 1 and recall 0.7 so K-NN algorithm is good for Sengon sawing result prediction.
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1. INTRODUCTION

Sengon is one of tree species that easy to find in tropical regions. People use Sengon in orderfulfill
the needs of material for raw household material, furniture and carpentry (Ferry et al., 2018). Wood
Sengon also can be used for triplex materials, plywood, and board particles and the board blocks
(Krisnawati et al., 2011), before used as material Sengon wood first must through sawing process.
Sengonwood sawing process either traditional or industry has the same standard.Wood sawing
variations depend on the order buyers, large or small diameterSengon, defective parts in the trunk
and the wood skewed level. Sengon sawing prediction can help give a picture of the final results
of the pieces end that can be obtained from material raw Sengon. Thecutting process is unique
where particular cut only can give certain sawing result.

First process at sawing process is wood procurement by boughtlarge number of Sengon tree then
take it to sawmill and prediction is important to give result overview number of wood that can be
obmained from so can reduce potential losses from cost to bought the sengon wood. The prediction
process on Sengon wood is done by drawing the wood stem then domp; manual calculation to
determine the number of saw results that can obtained. But this manual predictions is difficulr and
take long time to do this manual prediction and worst thing is this process calculation must be
done one by one perwood.

One of methods that can be used to speed up theSengon sawingresults prediction processis by
applying prediction techniques that calculate with computer. Research that relevant one of them
is design applications android smartphone to determine the pattern of sawmill Sengonone side
(Yudhana et al. 2018)but the research gnt no algorithm yet.There also research that use Genetic
Algorithm for jati wood sawing result optimalization that got accuracy of 95.83% (Wiaya &
Setiyanto, 2013) but this algorithm cannot used as different kind of wood, so need to use another
algorithm. To solve this problem is by use data mining algorithm. One of data miningalgorithm
that can be applied is the algorithm k-nearest Neighbor (K-NN).

There also other research that use K-NN algorithm with almost identical step but different object,
the research are : Predictive application of goods sales withkK-NN algorithm with from the results of the
application has accuracy of 94% (Hasmawati et al, 2017), Then prediction of rice yields in DI Yogyakarta
province with the K-NN algorithm (Willmen TB Panjaitan, Ema Utami, 2018).K-NN algorithm for
determinate study specialization (Lizard & Ulfah, 2019). Prediksi kelulusan tepat waktu
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mahasiswabarudengan k-nn(Mustafa & Simpen, 2015). Goods prediction that come out from warehouse
with timeseries K-NN (Hamdi et al,, 2019)
The research that use K-NN methods to predict / forecast the sawmills results is still small at number so
this research goal is to find out whether the K-NN algorithm able to the predict result of Sengon
sawingthen perform the test performance levels of accurate and precise.
2. PROPOSED METHODS
2.1 Data
Sengon data sawing which comes from data gathering fromwood sawmill center UD Slamet has a
uniqueness in it because of the standard for the size results of cutting with major
parametersinwood Sengon sawing results prediction that got diameters asprimaryattribute. The
diameter 10 cm to 30 cm and length of130 e¢m, 260 cm and 540 ecm.The sawmill worker always do
rounding down the value as result there no decimal value on the data and the wood length is
rounded and main weight for sawing is the wood diameter.
Data from field that use as dataset that got number is 226 data and fordatatraining on this research
is135 data withdominantdata of diameter 13 - 19cm, 20 - 24cm and 25 - 29cm with length of 130
and 260. The following data is a sample of training data (old data) used for research. The training
data sample is as follows on table 1.
Table 1. Training data sample table (old data)
No. Diameter Length Result Result Name

1 13 130 1 Plywood fill board
2 13 130 1 Plywood fill board
3 13 130 1 Plywood fill board
4 14 130 2 Plywood fill board
5 14 130 2 Plywood fill board
132 29 260 12 2x18 board
133 29 260 13 2x18 board
134 29 260 13 2x18 board
135 30 260 13 2x18 board

2.2 K-Nearest Neighbor

K-NN is algorithm main objective isto find closest value between old data(training) and new
data(trial) based on predetermined data. K-Nearest Neighbor (K-NN). KNN as a supervised
algorithm predicts results by new Input data instances then classified them with old data. The K-
NN algorithm classifies new objects based on basis of dataattribute and training samplebyfind
nearby value range usingBuclideandistance (Lizarti & Ulfah, 2019). Euclidean Distance are used
for calculating distance of classification (Saifudin & Fadhl 2015)by search distance between
twovariable prnnts where the value is getting close and similar then distance between the two
points also getting smaller(Riadi et al., 2020),

Euclidean Distance value is good if there new data has a close distance or has similarity values with
training data. The results Euclidean Distancecalculation can found by calculating distance value
between the training data and the new input data. Wood diameter and length from new data
compared with the diameter and lengthtraining data, from thecalculation result determinate which
neighbor data that closest value which is results of the sawing prediction results, Calculation of the
distancna; done by using the formula of Euclidean Distance: Fuclidean distance between x and x;
If x; = (x,y1) and v= ( x,,y;) aretwo points(Fadlil, 2010), then Euclidean distance are:

dw,v) =% =%)" = (- )’
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The usage of K-NNalgorithm is done by making datasets as training data, determination of the
value of k, Entering the value of data just for testing, calculating Fuclidean distance value, Sorting
Euclidean value from the small to the large, data is retrieved with value amount of k, then take
value of the majority as a prediction result.

2.4 Algorithm Performance check

The next phase is to find Recall, precision and accuracy of the algorithm. Precision is a level of
success between the requested information and the answers given. Recall is a level of success in
retrieving information, accuracy is the level of closeness between the predicted value and the true
value [(Sunardi et al., 2018). Precision and accuracy recall formula:

TP 2)

precision =
P+ FP

Where:
TP (True Positive) = positive tuple that in the prediction with the correct
TN (True Negative) = negative tuple who predicted the correct
TP (False Positive) = negative tuple who predicted the class of positive
BN (False Negative) = positive tuple that the negative class predicted
3. RESULT AND DISCUSSION
3.1 Manual Calculation
The sawmill data obtained is scanned into new data and old data then calculates the distance by
entering new data values (testing) for testing calculated by the Fuclidean formula using sample
data (23,130) The amount of data used as training data (old) is 135 data then from data table 1 we
use formula 1 to calculate Euclidean distance berween diameter and length old data(training) and
new data values (testing) the result of Euclidean distance shown onfible 2.

Table 2. Euclidean Distance Calculation Result

X V1 X2 Y2 ED

13 130 100 0 10

13 130 100 0 10

14 130 81 0 9

29 260 36 16900  130.1383879
29 260 36 16900  130.1383879
30 260 49 16900  130.1883251

The results of the Euclidean distance calculation from table 2.then sorted from the small to large,
and smallest number got rank 1 while the biggest number got last rank. The sorting results from
the Fuclidean distance calculation are shown in the following table:

Table 3. Euclidean Distance Sorting Result

Rank X y ED

1 23 130 0

2 23 130 0

3 23 130 0

4 22 130 1

5 22 130 1
133 29 260 130.1383879
134 29 260 130.1383879
135 30 260 130.1383879
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The result of Euclidean distance value sort thentaken based the amount of K value. Then from
these result we find the majority value with K value to determi the prediction results. Here are
the predictive results of diameter 23 and length 130 withvalues K=1,K=2 K=3K=4 and K=>5that
show on table 4.

Table 4. Prediction Results Table

No K Result
| K=1 9 Plywood fill board
2 K=2 9 Plywood fill board
3 K=3 9 Plywood fill board
4 K=4 9 Plywood fill board
5 K=5 9 Plywood fill board

Table 4 indicate that there no difference from K=1 to K=5. Then from step above then calculate
10 new data(trial) that include K=1 to K= 5 result. The result of calculationshown below on table
5.
Table 5. a‘Ianual CalculationPrediction Results
No Diameter Length K=1 K=2 K=3 K=4 K=5 Result

1 23 130 6 6 6 6 6 Plywood fill board
2 21 132 4 4 4 4 4 Plywood fill board
3 19 133 4 4 4 4 4 Plywood fill board
+ 16 130 3 3 3 3 3 Plywood fill board
5 24 260 7 7 7 7 7 board 2x18

6 27 263 9 9 9 9 9 board 2x18

7 14 133 2 2 2 2 2 Plywood fill board
8 28 261 10 10 10 10 10 Plywood fill board
9 20 131 - 4 + + + Plywood fill board
10 25 262 8 8 8 8 8 board 2x18

3.1 Apps Implementation Result
‘The next result is the affflication of the application using same trial data and training data from
manual calculation with K=1, K =2, K= 3, K= 4 and K =5.Theapplication prediction resultsare
shown in table 6.
Table 6. Complete Prediction Results
No K=1 K=2 K=3 K=4 K=5 Result

| 6 6 6 6 6 Plywood fill board
2 4 4 4 4 4 Plywood fill board
3 4 4 4 4 4 Plywood fill board
4 3 3 3 3 3 Plywood fill board
5 7 7 7 7 7 board 2x18

6 9 9 9 9 9 board 2x18

7 2 2 2 2 2 Plywood fill board
8 10 10 10 10 10 Plywood fill board
9 4 4 4 4 4 Plywood fill board
10 8 8 8 8 8 board 2x18

3. 2 Analysis Result
Calculation results comparison with manual calculations, calculations with implemented
applications and comparisons with results from real field data show that there missed prediction
is 3 points and the correct prediction is 7 points. The data detail shown below:
Table 7. Manual, Implementation and Real Prediction Results

No Diameter length Real Information Manual App

1 23 130 6 Plywood fill board right right
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2 21 132 5 Plywood fill board wrong wrong
3 19 133 4 Plywood fill board right right
4 16 130 3 Plywood fill board right right
5 24 260 8 2x18 board wrong wrong
6 7 263 10 2x18 board wrong wrong
7 14 133 2 Plywood fill board right right
8 28 261 11 2x18 board right right
9 20 131 4 Plywood fill board right right
10 25 262 8 2x18 board right right

Results of the algorithm performance show that percentage of accuracy is 7(B and error rate
is30%. Precision value is 1 and Recall value is 0.7. The results of the analysis can be seen in the
table below

Table 8. K-NN Algorithm Precision Recall Accuracy Table

K Accuracy Precision Recall
K=1 07 1 0.7
K=2 07 1 0.7
K=3 07 1 0.7
K=4 0.7 1 0.7
K=5 07 1 0.7

4. CONCLUSION

The conclusion from this study show that the pfHiction of Sengon sawing result with manual
calculation and application implementation with K=1,K=2 K=3 K=4 and K=5 has an accuracy
of 0.7 or 70%, precision value is 1 and recall value is 0.7s0 it concluded that the K-NN algorithm
is good tor the predicting Sengon sawing result.
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