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Abstract – In this pandemic period, pneumonia is often 

found in various cases. In many cases, COVID-19 has 

an adverse effect on people with pneumonia. Early 

detection of pneumonia can help health institutions 

map pneumonia in the community. However, 

pneumonia detection still uses conventional methods 

and takes a long time. This study detects pneumonia 

bacteria consisting of Acinetobacter baumannii and 

Pseudomonas aeruginosa. This study uses the DIBaS 

database, which consists of several bacterial images. 

This database is used to compare two classes, namely 

pneumonia and non-pneumonia. Detection is carried 

out using an artificial intelligence approach using the 

DenseNet121 and DenseNet169 methods. This study 

also uses the Genetic Algorithm optimization method to 

increase the accuracy of detecting pneumonia bacterial 

cells. The Genetic Algorithm provides random values 

for the last two DenseNet121 and DenseNet169 

training layers. As a result, the accuracy of the 

DenseNet121 and DenseNet169 methods reached 95% 

and 96.7%, respectively. The optimization method 

intervention gave an increase of 5.2% and 3.4% over 

the original method, respectively. The best model 

results from this method are used as a reference model 

in making applications for the rapid detection of 

pneumonia with an average speed of accuracy 

reaching 4.25s. This computer-based application 

provides promising results for the future to be applied 

to the broader community. 

 

Keywords: Artificial Intelligence; Computer-based 

Application; Genetic Algorithm; Pneumonia 

 

 

 

I. INTRODUCTION 

 

The pandemic era in 2020-2021 impacts the 

increasing trend of pneumonia. Covid-19, a disease that 

attacks the respiratory system, affects the emergence of 

pneumonia. Pneumonia is caused by several bacterial 

infections that attack the respiratory system. There are 

two bacteria found in patients with pneumonia, 

including Acinetobacter baumannii and Pseudomonas 

aeruginosa. Acinetobacter baumannii and Pseudomonas 

aeruginosa are the most common nosocomial pathogens, 

producing infections in the bloodstream, urinary system, 

wounds, and burns [1], [2], [3]. These two bacteria are 

frequently discovered in hospitals, particularly in 

intensive care units (ICU). They can adhere to medical 

devices (including systems used for mechanical 

ventilation) and survive for up to 33 days on dry 

surfaces, so patients with long hospital stays are at a 

higher risk of exposure to these [1]. These bacteria are 

gram-negative bacilli that are aerobic, pleomorphic, and 

non-motile [4]. These bacteria specifically target moist 

tissues such as mucous membranes or exposed areas of 

skin, either by accident or injury, and can quickly enter 

the body through open wounds, intravascular catheters, 

and mechanical ventilators [4], [5]. 

Acinetobacter baumannii and Pseudomonas 

aeruginosa are the most common pathogens responsible 

for ventilator-associated pneumonia (VAP) and 

bloodstream infections, with mortality rates ranging 

from 5% in general hospital wards to 54% in intensive 

care units (ICU) [1], [6], [7]. In an observational study 

conducted across Europe, Acinetobacter was the third 

most prevalent bacterium responsible for VAP in an 

observational study conducted across Europe, behind 

mailto:haris.fathurahman@te.uad.ac.id
mailto:rikydp@ee.uad.ac.id
mailto:farhahkamilah28@gmail.com
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Staphylococcus aureus and Pseudomonas aeruginosa 

[8]. In an evaluation of 27 intensive care units in nine 

European countries, Pseudomonas aeruginosa was 

responsible for 26% of early VAP (<5 days) and 55% of 

late sVAP (≥5 days). In contrast, Acinetobacter 

baumannii was responsible for 16% of early VAP (<5 

days) and 55% of late sVAP (≥5 days) [9]. An increased 

risk of VAP is enhanced by older age, prolonged 

hospitalization, prolonged mechanical ventilation, and 

past antibiotic usage [10]. VAP caused by MDR A. 

baumannii and P. aeruginosa continues to be a 

significant cause of high mortality in critically ill 

patients. While A. baumannii contributes for 8%–14% 

of VAP in the United States and Europe, this pathogen is 

linked with significantly higher rates (19% to >50%) in 

Asia, Latin America, and several Middle Eastern nations 

[2]. According to a recent meta-analysis including 29 

countries, the MDR phenotype was present in close to 

80% of A. baumannii isolates, causing hospital-acquired 

pneumonia and VAP. The largest incidence is seen in 

Central America, Latin America, and the Caribbean, 

while the lowest frequency is found in East Asia [8]. 

Meanwhile, P. aeruginosa MDR infection frequency has 

grown over the previous several decades and is currently 

between 15% and 30% in some areas [11]. P. aeruginosa 

exhibited combined resistance, with 13.7% of isolates 

resistant to at least three antimicrobial groups and 5.5% 

resistant to all five antimicrobial groups under 

observation [12]. 

Infections with A. baumanni and P. aeruginosa were 

also detected in infected patients with COVID-19 [13], 

[14], [15]. Due to airway dysfunction, patients with 

severe COVID-19 typically require endotracheal 

intubation and mechanical breathing. For instance, two-

thirds of COVID-19 patients who require critical care 

require mechanical breathing within 24 hours of 

admission, followed by rapid transfer to an intensive 

care unit (ICU). Patients undergoing tracheal intubation 

and mechanical ventilation have a higher risk of 

contracting bacterial ICU pneumonia [16], [17]. 

Nineteen COVID-19 patients were discovered to be 

positive for bacteria, including seventeen species of 

Acinetobacter baumannii (90%) and two forms of 

Staphylococcus aureus (10%) and 18 of them died [4]. 

Pseudomonas aeruginosa infection was detected in 12% 

of COVID-19 patients in a survey of 17 studies [18]. 

Another research indicated that 38 COVID-19 patients 

experienced bacterial infections, with P. aeruginosa 

being the most frequently identified pathogen [19]. 

Acinetobacter baumannii and Pseudomonas aeruginosa 

have been identified as the causal pathogens of VAP in 

COVID-19-infected people [20]. Deng et al. (2020) [21] 

researched the electronic medical records of 25 patients 

diagnosed with COVID-19 at Wuhan University's 

Renmin Hospital and discovered that bacterial 

pneumonia might be connected with the mortality of 

patients infected with the new coronavirus. Similarly, 

Wang et al. (2020) [22] demonstrated that procalcitonin 

levels, a hallmark of bacterial infection, were 

approximately fourfold greater in patients who died 

from COVID-19 infection than those who recovered.  

Acinetobacter baummanii is also suspected of being a 

significant cause of bloodstream infections in clinical 

settings, with intravenous or respiratory catheters being 

a common route of infection [1], [23]–[25]. The 

mortality rate from A. baumannii bloodstream infections 

is nearly 40% [6]. Other infections caused by A. 

baumanni and P. aeruginosa include nosocomial 

meningitis. P. aeruginosa causes meningitis with a high 

mortality rate of 33%, particularly in patients who do 

not withdraw their catheters and do not employ the 

intrathecal route of administration [26]. Additionally, 

some research indicates that mortality from P. 

aeruginosa meningitis varies between 20% and 80% 

[27]. Meanwhile, Acinetobacter baummanii is an 

increasing hazard in neurosurgical critical care units, 

with a mortality rate reaching 70%, particularly in 

patients with ventriculostomy tubes or cerebrospinal 

fistulas, which are receiving postoperative antibiotic 

treatment [6], [28]. Additionally, these bacteria have 

been identified in the skin and soft tissues of patients 

who have sustained severe burns, wounds, or trauma, 

such as troops injured during military operations or 

victims of natural disasters [29]. Afghanistan and Iraq 

continue to be the primary geographic areas where A. 

baumannii is isolated from wounds or soft tissues, 

particularly following severe injury [30]. Those with A. 

baumannii infection had more severe burns and 

comorbidities, more extended hospital stays, and a 

greater death rate than patients without infection [31]. 

Additionally, 26 possible biomarkers for early sepsis 

linked with P. aeruginosa infection in thermal injury 

have been found in another research [32]. 

Acinetobacter baummanii and Pseudomonas 

aeruginosa can also cause urinary tract infections, which 

can progress to pyelonephritis in people who have 

catheters [33]. Infections of the urinary tract are usually 

caused by Escherichia coli bacteria, accounting for up to 

80% of cases, whereas Pseudomonas aeruginosa is 

identified less frequently (7–15%) [34]. However, 

urinary tract infections were more frequently caused by 

uropathogenic (by isolation site) P. aeruginosa, which 

had a higher incidence of antibiotic resistance and a 

larger proclivity for biofilm formation on medical 

devices than E. coli. Additionally, another study found 

that one in every five strains of A. baumannii causes 

urinary tract infections, particularly when urinary 

catheters are inserted, accounting for 1.6% of urinary 

tract infections acquired in the intensive care unit [35]. 

Additionally, research conducted in Jakarta revealed a 

strong association between the use of urinary catheters 

and A. baumannii infection in patients treated in 

intensive care units [36]. These bacterial infections 

exacerbate the patient's condition, particularly in patients 

who have had long-term nurses in the hospital. Periodic 

monitoring and maintenance of the environment, 
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equipment, and patients is necessary to avoid bacterial 

development, particularly in patients who rely on 

supportive systems such as catheters and ventilators. 

Based on the description of the two pathogens, there 

have been several studies discussing the detection of 

pneumonia in recent years. Based [37]–[39], describes 

and uses a method with an artificial intelligence 

approach to classify pneumonia based on X-Ray. In line 

with this, M. La Salvia et al. [40] use an Artificial 

Intelligence approach to classifying pneumonia based on 

computed tomography (CT) scans and chest X-rays data. 

Some of these research studies generally detect 

pneumonia disease using patient X-Ray data. The 

detection and classification of pneumonia disease are 

still in the X-Rays photo stage and have not yet reached 

a more specific stage, namely cells. 

Artificial intelligence was employed as an auxiliary 

tool in all of these classification methods. In recent 

years, artificial intelligence has seen tremendous 

progress as an implementation in mobile [41]–[43] and 

computer applications [44], [45]. Artificial intelligence 

models may be used in the application to categorize 

illness [46]–[49], stuffs [44], [50], [51], and agriculture 

[52]–[54]. Existence of artificial intelligence-based 

applications can be used to anticipate disease pathogens 

such as the two pneumonia pathogens. 

Therefore, a detection method is needed that can be used 

to classify pneumonia specifically against two bacterial 

cells, namely Acinetobacter baummanii and 

Pseudomonas aeruginosa. These two bacterial cells can 

be classified as pneumonia found in the patient. This 

research aims to create a fast and easy method based on 

artificial intelligence approaches to detect these bacteria 

and organize them into two classes: pneumonia and non-

pneumonia. 

II. MATERIAL AND METHODS 

 

A. Dataset augmentation and selecting the pneumonia 

class 

Data used in this study using bacterial cell image 

data from B. Zieliński et al. [55] research. The dataset 

consists of 660 image data from several bacteria cell 

species. In this study, the dataset used is only two 

classes of bacteria (Acinetobacter baummanii and 

Pseudomonas aeruginosa) to classify pneumonia 

diseases. The image data from these classes are 

augmented flip 90 degrees, 180 degrees, and 270 

degrees. So, the total number of images from the 

pneumonia class is 160 images. On the other hand, the 

non-pneumonia dataset images use several bacterial 

pictures with a unique contrast and a highly different 

color from the pneumonia dataset. 

 

 

 

 

 

Fig. 1: DenseNet training process 

 

B. DenseNet and Genetic Algorithm Method 

CNN, or Convolutional Neural Network, is a type 

of sophisticated artificial intelligence. Convolutional 

Layers, Relu Layers, Pooling, and Fully Connected 

Layers are among the layers of CNN. The computation 

and functioning of the convolution layers based on Mao 

[56], [57] may be demonstrated mathematically in 

formula (1). Formulas (2)-(3) can be employed in the 

Relu and Pooling general formula for sharpening 

learning results.  

 

=    =     (1) 

 

f(x) = max(x,0)     (2) 

 

  =       (3) 

 

Where x is an input neuron and is associated with 

each of the previous layer features . 

The DenseNet technique is one of CNN's 

approaches. The DenseNet architecture has several 

Dense Block layers. The final layer is the output 

network at the end of the DenseNet architecture. This 

network output has two fully-connected layer 

parameters that can be set and variable adjusted. As in 

Figure 1, the training process in DenseNet uses the 

DIBaS database. This training process will stop when it 

meets the maximum epoch value. At the end of the 

training process, an accuracy value is generated for 

specific fully-connected layer parameters. This 

parameter will be used as input optimization for the 

Genetic Algorithm (GA) [41]. The overall learning 

process of the Genetic Algorithm approach can be seen 

briefly in Figure 2. Initially, these parameters were 

assigned a random value by GA. The genetic algorithm 

processes and performs crossovers and mutations with 

this random value to obtain exceptional accuracy based 

on predetermined parameters. GA performs calculations 

and identifies the best accuracy of each generation. The 

generation used is four generations in the entire GA 

operation. GA algorithm, which is a composition of the 

best parameters, has the highest accuracy at the end of 

the generation process. The accuracy and loss of the 

DenseNet algorithm based on W. L. Mao [56] can be 

calculated using the formula (1)-(2). 

 

   (4) 

 

 (5) 

 

This review will be used as the best parameter solution 

for the output of GA operations while saving the model 

DIBaS 
dataset

Image 
Augmentation

Training with 
DenseNet 

Architecture
Final Epochs?

Provide higher 
accuracy

Yes

No
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in Keras format. All training experiments were 

implemented in Python 3.7.1, using Keras to train 

DenseNet and GA models on GeForce RTX 2080 Super, 

and performed on an Intel Core i7-9700F with Windows 

10. 

Fig. 2: DenseNet and Genetic Algorithm combination 

method 

 

C. Rapid test application development 

The process of making computer-based 

applications begins by using the best model from the 

learning outcomes of DenseNet and GA. The model is 

used as a cell-test reference model—rapid test 

application development using the C# programming 

language, directly affiliated with Visual Studio. The 

Graphical User Interface in this application uses concise 

and straightforward principles. According to this 

principle, it is hoped to make it easier for users to 

directly detect cells obtained through the computer's 

internal storage. Keras C# support this application 

platform in visual studio. 

 

III. RESULTS AND DISCUSSION 

 

In this study, DenseNet architecture training was 

carried out through 4 criteria. The first criterion uses the 

original DenseNet121 with the same parameters without 

any changes. In line with this, the second criterion also 

uses the same parameters but changes the architecture 

type to DenseNet169. On the other hand, both 

DenseNet121 and DenseNet169 architectures are used 

for the third and fourth criteria but modified by adding a 

Genetic Algorithm.  
TABLE I 

 RANDOM VALUE AND ACTUAL VALUE 

Layer Parameter  Number 

code in GA 

The real 

value in 

DenseNet 
Fully-
connected 

layer 1 

Neuron 
number 

[0, 1, 2, 3, 4, 
5, 6, 7, 8, 9] 

[1, 128, 256, 
384, 512, 640, 

768, 896, 1024, 
2048] 

Dropout rate [0, 1, 2, 3, 4, 

5] 

[0%. 10%, 20%, 

30%, 40%, 50%] 

Fully-

connected 

layer 2 

Neuron 

number 

[0, 1, 2, 3, 4, 

5, 6, 7, 8, 9] 

[1, 128, 256, 

384, 512, 640, 

768, 896, 1024, 
2048] 

Dropout rate [0, 1, 2, 3, 4, 

5] 

[0%. 10%, 20%, 

30%, 40%, 50%] 

 

The genetic algorithm has the task of providing a 

random value that is used to fill in the parameters of the 

fully-connected layer in DenseNet. In the early stages of 

the genetic algorithm, this study uses several criteria as a 

reference to assign a random value to DenseNet. Table 1 

describes the number of addresses and the values 

contained in the random values. 

Several accuracy results were obtained based on the 

results of trials and training data using the provided 

parameters. The original DenseNet learning using 

DenseNet121 and DenseNet 169 had an accuracy rate of 

95% and 96.7%, respectively. Meanwhile, using a 

genetic optimization algorithm produces an accuracy of 

100% for both. This means that optimization using the 

Genetic Algorithm increases the accuracy of pneumonia 

cell detection by 5.2% and 3.4%, respectively. The 

graphic data of the four accuracies can be seen in Figure 

3. Figures 3(b) and 3(d) can also be interpreted as the 

optimization carried out by the Genetic Algorithm to 

have a graph that tends to be stable and without 

significant spikes. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 3: Results of Accuracy and Loss of Each Method 

 

The best results from each generation in the Genetic 

Algorithm become the reference model to be saved and 

converted into Keras model format. The best value data 

from each DenseNet architecture optimized by a Genetic 

Algorithm can be seen in Table 2. The saved model will 

be used as a reference model for applying C# rapid 

detection of pneumonia.  
TABLE II 

 ACCURACY AND BEST VALUE OF THE PARAMETER. 

Method Accuracy 

 (%) 

Parameter 

FC layer 1 FC layer 2 

Neuron 

number 

Dropout 

rate 

(%) 

Neuron 

number 

Dropout 

rate 

(%) 

DenseNet121 95% - - - - 

DenseNet169 96,7% - - - - 

DenseNet121 

+ GA 

100% 896 0 128 40 

Provide random 

initialization of 

fully-connected 

layer

Crossover Mutation
Train the 

DenseNet 

Architecture

Determine 

Acuracy
Generation is 

over?

DenseNet with 

Higher accuracy 

and best 

parameter

Yes

No
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DenseNet169 
+ GA 

100% 1024 0 640 50 

 

The working process of the pneumonia rapid detection 

application uses a simple and practical principle. With 

this computer-based application, users use laboratory 

image sample data to detect whether they are included in 

pneumonia or non-pneumonia bacteria samples. How it 

works in detail can be seen in Figure 4.  
 

TABLE III 

CONFUSION MATRIX DENSENET169 

Actual Pneumonia 
Non-

pneumonia 

Pneumonia 14 0 

Non-pneumonia 0 16 

 

The confusion matrix is used to validate the accuracy 

of categorization data. Table 3 shows that the validation 

data for the sample DenseNet169 model with Genetic 

Algorithm optimization contains no classification 

mistakes. This is reflected with a value of 0 for each 

criterion's misclassification. In Figure 4, the initial 

process is to select an image from the directory, then 

press predict. After the button is pressed, the best model 

from the previous training results is used as a reference 

model to detect the class. Figure 5a illustrates the 

application display when detecting pneumonia bacterial 

cells. While Figure 5(b) describes the detection outside 

the pneumonia class. In less than 10s, the prediction 

result will appear on the computer-based application 

screen—however, the prediction time decreases after the 

first image detection to an average of 4,25s. The 

detection speed is getting faster because the first 

execution needs to run the reference model. The actual 

data of prediction time using rapid test pneumonia 

application can be seen in Table 4. 
TABLE IV 

 TIME PREDICTIONS 

Number Time 

Image 01 9s (Initialization and prediction) 

Image 02 4s (Prediction) 

: 

: 

: 

: 

Image 20 4s (Prediction) 

Average detection 4,25s 

 

When compared to other implementation approaches, 

the speed of image detection in this computer-based 

application is faster. According to DiFilippo's research 

[45], the detection speed is 2.45s quicker. However, the 

detection time is slower than picture detection utilizing 

artificial intelligence that does not involve computer 

applications [58]. 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 5: Heatmap Display of Pneumonia Detection 

 

This study's results are modeled using the GradCam 

heatmap technique [59]. The findings of the optimal 

configuration of the genetic algorithm show a 

considerable difference in the detection results based on 

the modeling. The original image of pneumonia with the 

findings of the heatmap technique, as shown in Figure 5, 

reveals that the reddish appearance is part of bacterial 

pneumonia. The non-pneumonic picture, on the other 

hand, produces a bluish image, indicating that it is not 

part of the disease-causing 

 

IV. CONCLUSIONS 

 

Rapid test detection of bacterial cells (Acinetobacter 

baumannii and Pseudomonas aeruginosa) can help 

identify and screen people with pneumonia. Artificial 

intelligence methods can be used and applied to assist 

this process. In this study, one of these methods, namely 

DenseNet, was used for training to detect pneumonia 

bacterial cells. The results of the learning accuracy rate 

reached 95% for DenseNet121 and 96.7% for 

DenseNet169. Although the resulting accuracy is 

relatively high, an optimization method using a Genetic 

Algorithm is applied to obtain maximum results. 

Therefore, the optimal final result for the two 

architectures reached 100% accuracy. The highest 

training model was successfully used as a reference 

value for a computer-based application to detect 

pneumonia bacteria with a prediction time of less than 

10s. 
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