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 Sign language is a method of communication that uses hand gestures between 

people with hearing loss. Each hand sign represents one meaning, but several 

terms don't have sign language, so they have to be spelled alphabetically. 

Problems occur when communicating between normal people with hearing 

loss, because not everyone understands sign language, so a model is needed 

to recognize sign language as well as a learning tool for beginners who want 

to learn sign language, especially alphabetic sign language. This study aims 

to create a hand sign language recognition model for alphabetic letters using 

a deep learning approach. The main contribution of this research is to produce 

a real-time hand sign language image acquisition, and hand sign language 

recognition model for Alphabet. The model used is a seven-layer 

Convolutional Neural Network (CNN). This model is trained using the ASL 

alphabet database which consists of 27 categories, where each category 

consists of 3000 images or a total of 87,000 hand gesture images measuring 

200×200 pixels. First, the background correction process is carried out and 

the input image size is changed to 32×32 pixels using the bicubic 

interpolation method. Next, separate the dataset for training and validation 

respectively 75% and 25%. Finally the process of testing the model using data 

input of hand sign language images from a web camera. The test results show 

that the proposed model has good performance with an accuracy value of 

99%. The experimental results show that image preprocessing using 

background correction can improve model performance. 
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1. INTRODUCTION  

The research background is communication is very important in the process of social interaction. 

Communication leads to better understanding among the community, including the deaf [1]. Hand gesture 

recognition serves as the key to overcoming many difficulties and providing convenience for human life, 

especially for the deaf [2][3]. Sign language is a structured form of hand movement that involves visual 

movement and the use of various body parts namely fingers, hands, arms, head, body, and facial expressions 

to convey information in the communication process. For the deaf and speech-impaired community, sign 

language serves as a useful tool for everyday interactions [4]. However, sign language is not common among 

normal people, and only a few people understand sign language. This creates a real problem in communication 

between the deaf community and other communities, which has not been fully resolved to this day [3]. Not all 

words have sign language, so special words that do not have sign language must be spelled using a letter sign 

one by one [5]. Based on the background, this study aims to develop a sign language recognition model for 

letters of the alphabet using a deep learning approach. The deep learning approach was chosen because deep 

learning methods are popular in the field of computer science and are proven to produce a good performance 

for image classification [6][7]. The novelty of this study is the application of resizing and background 

correction of the input image for training and testing to improve model performance, where the results of testing 

the model we propose are better than previous similar studies. 
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The related work from past research is as follows. There have been many studies to recognize sign 

language, using various methods and varied datasets. Researchers [5] proposed a language recognition system 

using a 3D motion sensor by applying a k-nearest neighbor and support vector machine (SVM) to classify 26 

letters in sign language. The average results of the highest classification levels of 72.78% and 79.83% were 

achieved by k-nearest neighbors and support vector machines, respectively. Based on previous studies that 

proposed hand sign language recognition models for alphabets, the results were not optimal, this is due to the 

complexity of lighting factors and other objects that appear in hand gesture images [5]. While there have been 

quite many studies on sign language recognition using a deep learning approach, here are several related studies 

including Study [8] has proposed a recognition system using a convolutional neural network (CNN) that can 

recognize 20 Italian gestures with high accuracy. Meanwhile, the following researchers introduced a sign 

language recognition (SLR) model using a deep learning approach. Study [9] implements transfer learning to 

improve accuracy. While study [10] has proposed the Restricted Boltzmann Machine (RBM) for automatic 

hand sign language recognition from visual data. The experimental results using four datasets show that the 

proposed multi-modal model achieves a fairly good accuracy. In the work [11], have proposed a deep learning-

based framework for analyzing video features (images and optical flow) and skeletons (body, hands, and faces) 

using two sign language datasets. The results reveal the advantages of combining frame and video features 

optimally for SLR tasks. 

A continuous deep learning-based sign language recognition model has also been introduced [12] which 

has proposed a 3D convolution residual network architecture and two-way LSTM, as a grammatical rule-based 

classification problem. The model has been evaluated on the benchmark of Chinese continuous sign language 

recognition with better performance. Other deep learning approach models have also been carried out for sign 

language recognition. A study [13] has proposed a ResNet50 Based Deep Neural Network architecture to 

classify finger-spelled words. The dataset used is the standard American Sign Language Hand gesture which 

produces an accuracy of 99.03%. While the study [14] Densely Connected Convolutional Neural Networks 

(DenseNet) to classify sign language in real-time using a web camera with an accuracy of 90.3%. The following 

studies [15]-[19] have implemented the CNN model for sign language recognition and tested using the 

American Sign Language (ASL) dataset, with an accuracy rate of 99.92%, 99.85%, 99.3%, 93%, and 99.91%. 

Based on previous related studies, most of the sign language recognition methods use a deep learning 

approach. This study focuses on the introduction of hand sign language from the letters of the alphabet, which 

is used as a means of communication with the deaf. This study also uses the CNN model but with a different 

model architecture from previous studies. The CNN model was chosen because previous studies showed 

relatively better accuracy for image recognition [20][21][22]. The contributions of this research are: first, 

produce a real-time hand sign language image acquisition model by capturing each frame using a webcam 

video. Second, produce a hand sign language recognition model for the Alphabet, using a seven-layer CNN 

that has been trained using the ASL dataset and by applying resizing and background correction to the input 

image. 

 

2. METHOD  

This research is quantitative experimental research to measure the performance of hand sign language 

recognition models based on training datasets. Fig. 1 shows the proposed method for hand sign language 

recognition. In general, the proposed method consists of four stages, each of which is data acquisition, 

preprocessing, training and testing. 

 

 
Fig. 1. Proposed Method 

 

Based on the methodology applied in this study, as shown in Fig. 1, the first stage is data acquisition, 

where the data used in this study is the image. Image acquisition is the action of retrieving an image from an 

external source for further processing [23]. In this stage, the dataset used as model input is hand sign images, 

which are divided into 26 classes consisting of 26 sets of alphabets from A to Z. In this study, the dataset used 

as model input is hand sign images, which are divided into 26 classes consisting of 26 sets of alphabets from 
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A to Z. The second stage is preprocessing. At this stage, the image size transformation is carried out to reduce 

the complexity of the model architecture. In this study, the transformation of the image size of the training data 

images from the initial size of 200×200 pixels was resized to 32×32 pixels. In this study, we apply the bicubic 

interpolation method for resizing images as proposed by [24]. This resizing process is to reduce the 

computational time required for model training. To improve the segmentation accuracy of the hand sign 

language image Fig. 2 for complex lighting conditions, we apply a correction background method with 

luminance partition correction and adaptive threshold [25][26]. Furthermore, at the training stage, the CNN 

model architecture and its hyperparameters will be determined first. In this study, we use hyperparameter 

tuning to control the behavior of the machine learning model to produce optimal results. [27][28], then model 

training will be carried out using the dataset from the hand sign language image preprocessing. The last stage 

is model testing. At this stage, the model will be tested with hand sign language images in real-time using a 

webcam. The research proposed method flowchart is presented in Fig. 2.  

 

 
Fig 2. The Flowchart of Research Methodology 

 

Furthermore, the results will be measured using a confusion matrix to determine the performance of the 

model [29]. Confusion matrices create result representations such as true positives (TP), true negatives (TN), 

false positives (FP), and false negatives (FN). TP means a positive result that is predicted by machine learning 

correctly. TN means negative outcome predicted by machine learning Correct. While FP means positive results 

predicted by machine learning are wrong, and FN means negative outcomes predicted by machine learning are 

wrong. Confusion Matrix Performance evaluation with a confusion matrix results in accuracy, precision, and 
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recall [30][31]. Accuracy is the number of data points that machine learning correctly predicts among all data. 

Can calculate as (1): 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (1) 

Precision is the percentage of relevant elements that can indicate the number of times the model can predict 

correctly and can be calculated as (2).  

 𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

Meanwhile, recall is the percentage of relevant elements that are correctly classified by the model above all 

relevant elements. Recall calculation can be done using (3). 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

 

3. RESULTS AND DISCUSSION  

3.1. Data Acquisition 

The data is secondary data downloaded from kaggle.com in the ASL Alphabet repository which contains 

image datasets. in JPG format containing 29 folders with each containing 3000 hand sign images. The total 

image data obtained amounted to 87,000 images [32]. Fig. 3 shows examples of hand sign language images 

sourced from the ASL Alphabet repository. The 87,000 images were distributed for the training process. The 

data is divided into two 75% for training and 25%. The train-test split is a technique for evaluating the 

performance of a machine-learning algorithm [33].  In the testing so for each class, there are 2,400 images for 

training and 600 images for testing, or a total of 69,600 images for training and 17,400 images for testing. 

 

 
Fig. 3. Examples of hand sign language images from Kaggle 

 

3.2. Preprocessing 

At the preprocessing stage, the resizing process is carried out using the bicubic interpolation method [24], 

the results of this process produce an image size of 32×32 pixels, from the original image size of 200×200 

pixels. This step is taken to reduce the time complexity during model training. the next preprocessing step is 
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image background correction, to produce better accuracy using luminance partition correction and adaptive 

threshold [25]. Fig. 4 shows examples of preprocessing results. 

 

 
Fig. 4. (a). Original image size 200×200 pixels, (b). The result of resizing to a size of 32×32 pixels,            

(c). Background correction results. 

 

In Fig. 4 it can be seen that the dimensions of the hand sign language image size for the training dataset 

are reduced in size as well as the increase in color brightness and contrast resulting from the background 

correction process. 

 

3.3. Training 

At this stage, the CNN model design used in the training process is carried out to produce an appropriate 

model to classify hand sign language images. The CNN model applied uses hyperparameter values consisting 

of the learning rate, epoch, loss function, and optimizer. Table 1 is CNN architecture specification used in this 

study. 

 

Table 1. CNN Model Architecture 

Layer type Description Size 

Input Layer Input Image 32×32×3 

Conv 1 Convolutional 

ReLU 

MaxPooling 

8 kernel, 3×3 

 

Window size 2×2 

Conv 2 Convolutional 

ReLU 

MaxPooling 

16 kernel, 3×3 

 

Window size 2×2 

Conv 3 Convolutional 

ReLU 

MaxPooling 

32 kernel, 3×3 

 

Window size 2×2 

Flatten Flatten 512 

Fully Connected Layer Dense 

ReLU 

512 

Output Layer Dense Softmax 29 

 

The CNN architectural design is as shown in Table 1, there are input layers, 3 convolution layers, flatten, 

fully connected layers, and output layers. The Input Layer requires input with a size of 32×32×3 where 32×32 

pixels 3 layers RGB, then in Conv 1 using 8 kernels measuring 3×3 after that using ReLU activation [34], and 

using Maxpool with a window size of 2×2, as well as Conv 2 and Conv 3, only on Conv 2 uses 16 kernels and 

Conv 3 uses 32 kernels. Next is the Flatten layer and Fully Connected Layer with 512 nodes, and the last is the 

output layer containing Dense Softmax with 29 nodes [35], this is adjusted to the number of classes in the hand 

signal dataset of the alphabet. 

The training process will be carried out through a series of iterations whose number of repetitions is 

determined by the maximum epoch value [36]. One epoch is a process when all training data has been used 

and passes through all network nodes once. While the hyperparameter used in this study is the Adam Optimizer 
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[37], with The Batch Size is 32 and Epochs are 20. The model training process is carried out in a hardware and 

software environment with specifications for Dell Latitude E7440 Laptop, 12 GB DDR4 RAM, Processor 

Intel® Core™ i5-7200U CPU @ 2.50GHz, Nvidia GeForce 940MX GPU, 256 GB SSD. The operating system 

used is Windows 10 Professional and the training and testing model algorithms are implemented using python 

code by utilizing the Tensorflow library. The results of the training model as shown in Fig. 5. 

 

 
Fig. 5. Graphics of the Training Model Process: (a) Loss of Training and Validation,                                         

(b) Accuracy of Training and Validation 

 

As seen in Fig. 5, The training process is carried out in 20 epochs, in the first epoch training accuracy is 

33.04% and validation accuracy is 56.69%, while training loss is 28.26% and validation loss is 33.30%. in the 

tenth epoch, the training accuracy is 97.60% and validation accuracy is 98.57%, while the training loss is 8.11% 

and validation loss is 6.08%. Finally, in the last or twentieth epoch, the training accuracy is 99.60% and the 

validation accuracy is 99.68%, while the training loss is 1.64% and the validation loss is 2.55%. The main 

finding of this research is that the use of resizing and background correction methods, as well as setting 

hyperparameters can improve model accuracy. 

 

3.4. Testing 

After the model training process is complete, the next process is to test the model. The testing process is 

similar to the model training process, only the difference is that when the model testing process is not carried 

out backward pass or backpropagation iterations it does not change the weight or weight of the model as in the 

training process [38]. The Testing process is carried out using test data that is different from the training data 

set, to obtain valid testing results, this is following the recommendations of [39][40] regarding training and 

testing of the CNN model. Model testing is done by reading the hand signal image that is inputted by taking 

each frame from the webcam video, then the frame is identified based on the model that has been trained, then 

produces output in the form of identification results and accuracy values. Then the highest value from the 

identification results is directly written on the output board. Fig. 6 is a flowchart for the model testing process. 

As shown in Fig. 6, the testing process is carried out by entering input in the form of hand signals via the 

Web camera on the Laptop Computer, where the hand makes a hand gesture in the Region of interest box on 

the Webcam display. Then the webcam display brings up the alphabetical prediction of the hand signal along 

with the score on the board display. Testing the model is carried out for each character letter 10 times, so a 

total of 290 times of testing. Fig. 7 and Fig. 8 Show the Confusion matrix value from the model testing results, 

for 29 types of hand sign language for each letter of the alphabet. Which consists of accuracy, precision, and 

recall. 
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Fig. 6. Flowchart for the testing process 

 

 
Fig. 7. Confusion Matrix of The Model Testing 

 

Fig. 8 shows that the performance of the testing model achieves the best accuracy of 99%. and the 

Sensitivity, Recall, and f1-score levels are 99% respectively. This is because we apply resizing and background 

correction to the training and test images. These results are relatively better than previous similar studies as 

shown in Table 2. 

The findings of this study imply that this hand sign language recognition model can be a hand sign 

language independent learning tool with a relatively better level of recognition accuracy than previous similar 

studies. The strength of this study is that the proposed hand sign language recognition model can perform hand 

sign language recognition from the alphabet in real-time. While the limitation of this model is that the 

performance of model is strongly influenced by the specifications of the web camera and lighting system. 
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Fig. 8. Performance of The Testing Model 

 

Table 2. Comparison of Results with previous related studies 

Study Model Dataset Accuracy 

Chong et al.[5] SVM, DNN American Sign Language (ASL)  80.30% and 

93.81% 

Pigou et al.[6] CNN Italian gestures 91.7% 

Rastgoo et al.[8] RBM Massey University Gesture Dataset 2012 99.31% 

Rathi et al.[11] ResNet50 

based 

American Sign Language Hand gesture 99.03% 

Daroya et al.[12] CNN American Finger Spelling format 90.03% 

Abdulhussein et 

al.[15] 

CNN American Sign Language (ASL) 99.3% 

Sabeenian et al.[16] CNN MNIST ASL dataset 93 % 

Al-Hammadi et 

al.[17] 

CNN King Saud University Saudi Sign Language 

(KSU-SSL) dataset 

87.69% 

Our Method CNN ASL Alphabet repository 99% 

 

4. CONCLUSION 

In this study, a hand signal recognition model from letters of the alphabet using the CNN model has been 

successfully created, with significant results compared to previous related studies. Our contribution is the 

addition of preprocessing to the background correction which results in good accuracy in the proposed model. 

Our future work is to add to the sign language dataset basic words in addition to the letters of the alphabet, and 

also to increase the accuracy of the model by adding other hyperparameters. 
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