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amnct-This study seeks to identify human emotions using artificial neural networks. Emotions are difficult to
understand and hard to measure quantitatively. Emotions may be reflected in facial expressions and voice tone. Voice
contains unique physical properties for every speaker. Everyone has different timbres, pitch, tempo, and rhythm. The
geographical living area may affect how someone pronounces words and reveals certain emotions. The identification
of human emotions is useful in the field of human-computer interaction. It helps develop the interface of software
that is applicable in community service centers, banks, education, and others. This research proceeds in three stages,
namely data collection, feature extraction, and classification. We obtain data in the form of audio files from the Berlin
Emo-DB database. The files contain human voices that express five sets of emotions: angry, bored, happy, neutral, and
sad. Feature extraction applies to all audio files using the method of Mel Frequency Cepstrum Coefficient (MFCC).
The classification uses Multi-Layer Perceptron (MLP), which is one of the artificial neural network methods. The MLP
classification proceeds in two stages, namely the training and the testing phase. MLP classification results in good
emotion recognition. Classification using 100 hidden layer nodes gives an average accuracy of 72.80%, an average
precision of 68.64%, an average recall of 69.40%, and an average F1-score of 67.44%.
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1. Introduction vocals, rhythrns, tempo, and stress. The difference in the

characteristics of a persons voice is influenced by the

Emotions are psych()logical fluctuations that dcvcl()p
in a person to respond to internal or external stimuli
Emotion is part of the human body that comes out into
expression [1. Emotons are very difficult to measure from
aquantitative viewpoint [2]. According to [3], there are five
basic types of emotions, narncly anger, happinc.ss, sadness,
fear, and disgust, which are not easy to measure. Emotion
is typically accompanied by physiological and behavioral
charlgr:s in the body. Emotion may appear in facial
expression and voice spuccl‘l, When a pcrmn‘.s emotion
changcs', his facial expression changcs, Therefore, the face
is a gcmd pmbc to measure emotional state. Detecting
emotion in spccch is more curnplicatr:d. Spccch contains
both emotional information and linguistic messages. Voice
is a characteristic of a person. Voice is a form of someone’s

expression of a situation. Everyones voice has different
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language spoken and the area of residence.

Human emotion recognition or Speech Emo
Recognition (SER) is an active research topic [4]. The
identification of human emotions is useful in the field
of hurnarl—curnputer interaction. It helps develup the
interface of software that is applicable in community
service centers, banks, and education and others. The main
component of emotion recognition is feature extraction
and classification [5]. Selection of the right feature
extraction algorithm is the main focus of SER activities. In
turn, a suitable classification algurithm allows pmducing
optirnal emotional recognition.

Research on sound extraction of speech has recently
focused on prosodic and spectral features. The observed
characteristics include the pitch of the voice, length of
sounds, loudness, and timbre. A study to recognize human
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voice speech emotions used Hidden Markov Model
(HMM) to analyze the pitch, energy, and formanr [5].
Another research extracted energy feature, pitch, ZCC,
and entropy and examined the extracted measure using the
Mel Frequency Cepstrum Coefhcients (MFCC) and the
K-Nearest Ncighbur (KNN) classification [6]. Research
by [4] used MFCC feature extraction and Modulation
Spcctral Features (MSFs) and analyzcd the result using
Multivariate Linear Regression (MLR) and Support Vector
Machine (SVM).

Several SER studies used available databases as datasets
in emotion classification. [5] used HMM algorithm and
a database of recorded sound film to recognize angry,
happy and neutral emotion. [7] used the Berlin Emo-
DB database to create an emotion recognition system
employing MFCC and SVM. [8] compared the accuracy
of three databases: Berlin Emo-DB, SAVEE, and TESS
in recognizing emotions. Eventually, [9] developed a real-
time emotion recognition system using the RAVDESS and
SAVEE databases as input to the training module.

This paper discusses the results of research on speech
classification for emotion recognition. The research
attempts to identify human emodons in speech using
the Berlin Emo-DB emotion database. The study uses
the MFCC method for feature extraction and uses the
Artificial Neural Network’s Multi-l_aycr Perceptron (MLP)
method for emotional dassification. MFCC method finds
a good application in Emotion Recognition Systems.
MFCC is superior for speaker identification and emotion
recoghition because its work sirnilarly resembles how
the human ear works [7]. On the other hand, the MLP
method is suitable to carry out a directed lcarning process
for pattern recognition [10].

The research utilizes the Scikit-Learn module on
the Python programming language platform. Scikit-
leam integrates various machine lL‘aI‘I‘liI‘lg algnrithrns' for
supervised and unsupervised leaming problems [11].
The module facilitates the study in speech processing and
recognition. The research has assumed that the module can
produce good speech recognition. The study has continued
the previous works that have been I‘t:P()rtL‘d elsewhere [12].
Further study is possible that examines various methods of
feature extraction and classification or addirlg other feature
extraction and classificarion methods [13].

2. Methods

The process of recognizing spr:r:ch emotions for
classification of emotions in this .stu(.ly follows the stages
prr:sr:rltr:d in Figurr: 1. The most important main processes
are feature extraction and classification. The results of
feature extraction are very influential in dr_'tcrrnirling
the results of the recognition of SPL‘L‘CI‘[ emotions at the
classification stage. The data used in this s‘tud}f are spccch
sounds stored in the Berlin Database of Emotional Speech
Berlin Emo-DB. The features of the sound samples from
the database were extracted using the spectral method,
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namely MFCC. The results of feature extraction are used in
the classification process using Artificial Neural Networks
with the Multi-Layer Perceptron model.

3 e
Feature extraction Clagsification c .E='r°I.I.c.r:r
MFCE Artificial Neurs v
Nebwrkc MLP) S

Gambar 1. Research Flow

a. Emotion Database

The data used in this stu
of Emotional Speech Berlin Emo-DB is a part of a
DFG SFE462 [ 3-1 rcsc?‘n project in 1997 and 1999.
The project director is Prof. Dr. W, Sendlmeier from
the Technical University of Berlin, Institute of Speech
and Communication, Department of mmunication
Science. The project members include Felix Burkhardt,
Miriam Kienast, Astrid Paeschke, and Benjamin Weiss
[14].

The emotions in this database are anger, boredom,
disgust, fear, happiness, sadness and neutralin@)The
rccording of the database creation was carried out in the
anechoic wom at the Technical University of Berlin,
Department of Technical Acoustics. Actors were selected
thmugh a selection that resulted in 10 actors. The choice
of sentences for pronunciation was also considered in the

ses the Berlin Database

creation of this database. The sp()l(rrl sentence is a normal
sentence that is used r:w_'ryday. This selection is useful so
that the actor can pronounce it naturall)f without rnaking
up. This database contains about 500 samples that have
a level of recognition of human emotions that is assessed
accnrding to the results of the s‘tudy [14].

This stud}f Urll)f ook five types of emotions, nam cl}f
anger, boredom, happintss, ncutralit}f, and sadness, which
were said by ten different actors. The study used 420
emotional data consisting of 127 data of angry emotions,
81 data of bored emotions, 71 data of happy emotions,
79 data of neutral emotions, and 62 data of sad emotions.
All audio data is extracted from the Berlin Emo-DB. The
audio dara file provided by Berlin Emo-DB has an uneven

number of emotions.

b. Feature Extraction

Determination of feature extraction is the most
important stage in the recognition of spccch emotions.
A g(md extraction process can distinguish different
feature patterns from one emotion cla?() another. The
extraction of emotional features can be divided into three
categories, namely prosodic features, spectral features,
and sound quality features [15). Prosidis features include
frr:qur:rlq,f, duration, energy, pitch, and formant. Spr:ctral
features include LPC (Linear Predictive Coding), LPCC
(Linear Predictor Ccptral Coeflicients), MSF (Modulation
Spcctral Feature), MFCC, ZCPA (Zero Crossings with
Peak J\rnplitudcs), and others. Sound quality features
include frcqucrlq,r and bandwidth formats, shimmer, jitter
and more. The results of feature extraction are further
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pr()ccss't:d to obtain statistical values such as max, min,
mean, median, kurtosis and skewness [16]. The staristical
value can be used for the classification process.

MFCC is a pammetric representation of speech
sigrlals applicd to s‘pccch spccch recognition and is
bccurnirlg p()pularly used for voice identification and
emotion recognition [7] [17] [18] [19]. By applying
ccpstral analysis, MFCC tries to mimic the wurldrlgs of
the human hearing organ [19] [20]. MFCC is a coefficient
representing pcrccptual sound with l()garithrnic frcqucncy
bands that mimic human vocals [21]. According to
[13] the most cclrnrncmly used number of coefhicients is
the coefficient of 20, the use of a coefficient of 10-12 is
considered sufficient dcpcnding on the spcctral shapc,
Research [22] on speech recognition uses a factor of the
number of coefficients between 9 and 13, and research
[19] uses a number of coefficients of 13. The results of
feature extraction are then searched for statistical values
such as mean, STD, max, min, kurtosis, skewness, and
median. 16]. The aim is to reduce the value obtained from
the MFCC extraction process [21].

c¢. Emotion Classification Using Artificial Neural

Networks: Multi-Layer Perceptron (MLP)

Emotion classification is an important step in
recoghizing emotions according to each emotion class.
The Multi-Layer Perceptron is a feedforward network
model consisting of several neurons connected by neuron
connecting wcigl‘lts [23]. The neurons are arrarlgc:d ina
layt:r consisting of an input layt_'r, one or more hidden
layers, and an output layer [24]. The MLP learning process
updatcs‘ the retum wcight (backpmpagati(m)‘ This \wight
updatc is carried out to find the most c)ptirnal value to
pmducc the correct classification results.

The MLP classification process is divided into two
stages, namely the training stage and the testing phase.
These two stages are carried out on different data, namely
dividing the research data into two, namely tmining
data and testing data. The training stage is carried out
for nerwork initalization and formation, namely to
determine the number of input laycrs, hidden lay’crs, and
output layers. During the training phase, parameters such
as lcarning rate, number of iterations, and error threshold
were determined. The training stage uses a lot of dara to
pr()ducc a gm)d classification pattern. The testing phasc is
carried out to find out the classification results that have
been made at the training stage whether it pr(widcs correct
and accurate classification results.

3. Result

a. MFCC Feature Extraction

Figure 2 shows an t:xarnplc of a voice signal which is
the raw data in this study, namely data that has not gone
thmugh feature extraction. The signal isa typical wave of
angry emotional s@hals uttered by an actor. The horizontal
axis on the graph is time and the vertical axis is the power
of sound (arnplitudc),
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Gambar 2. An example of data is in the form of a voice

signal

Data as in Figure 2 is processed using MFCC with
a coefficient of 13. The process of feature extraction is
carried out using modules from the Pyth(m programming
language [25]. The results of feature exuaction are
pmccsscd to determine the mean value which in turn is
used for the classification process of angry, bored, happy,
neutral, and sad emotions using the MLP method. The
value of the MFCC feature extraction results for some
voice data can be seen in Figurc 3. The extraction results
for each data iignal are 13 numbers, which are the MFCC
coefficient.

(cobal) €:\Users\miya\Downloadsiemo\WLPE>python mlpc_mfcc.py
[-231.60624695 92.5904007 -65.3357@862 36.8592308 -22.75979424
11.2@137824 -17.49736214 -4.46751213 -14.95398781 -4.573887 15
8.2414781 -9.82732381 2.41696286)
[-2.37015228e+082 £.18815994e+01 -5.37225342e+81 5.40401783e+8:
-2.63508481e+01 2.28.08436€+01 -2.17195854e+01 5.B844B4673e+
-2.18916855e+01 -1.556@5448e+81 -2.862714820+88 -0.87513638e+
-9.88514349e-82]
[-265.32177734 79488635
13.82254677 -21.92616463 6.57378626
-5.88409956 -3.89514422 8.67546362 ]
[-256.14828401 B@.34231567 -53.94T718033
12.99799156 -17.36316189 -5.11837339
-3.58391213 -4.98516273 -5.83383417)
[-244.81484114 B83.83751373 -43.65733719
18.78010368 -1E.32055551 -8.78485001
3.73999429 -10.373B8695 8.72797986)

Gambar 3. MFCC Feature Extraction for 5 voice data
samples

16335297  38.79422379

-28.13197899

28.85256105
-12.18678673

44.82218617
-17.43588339

b. Emotion Classification

This s‘tudy uses 420 emotional data, with 127 data on
angry emotions, 81 data for bored emotions, 71 data for
happy emotions, 79 data for neutral emotions, and 62 data
for sad emotions. Each emotional SPL‘L‘CI‘I data is pr()ccsscd
using MFCC with a coefficient of 13 to get the feature
extraction value. From the results of feature extraction, the
mean value is determined which is used as input in the
artificial neural network using the Multi-Layer Perceptron
model. The output of the artificial neural network is five
classes of emotions, namely anger, boredom, happiness,
neutrality, and sadness. The parameters used in the MLP
een in Table 1. There are three laycrs used,
namely the input layer, one hidden layer, and the output
layer. The input node is connected to the MFCC feature

model can
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extraction result coefhicient 13 and the output node is five
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Emotion F1-

emotion classes. Class oAy Precision Recall o =~ Total
Sad 67.00 79.20 84.00 81.40 10
Tabel 1. MLP Method Emotion Classification Parameters Macro
Parameter Value averu.ged 68.60 63.36 63.12 62.84 84
Learning rare 0.0001
i Test Results with Hidden Layer Node = 50
Error threshold value (epsilon) 1e-08
Emotion A Predisi Recall F1- Total
B 1000 Class ccuracy Predsion Reall o =~ Tot
Cross Validation 3 folds Allgl'}' 75.00 86.00 85.80  86.00 32
La:,'er 3 |-,1:,-er Bored 74.00 58.80 51.80 55.00 17
Node input 13 Happy 64.00 42,40 40.00 40.60 10
Node Hidden Layer 10 Neutral 73.00 58.80  63.80 061.00 15
Node output 3 Sad 64.00 80.60 90.00  84.80 10
Macro o
Observations rcgarding classification pcrf()rrnancc averaged 70.00 65.32 66.28 65.48 84

require training data and test darta. Training and testing
data were obtained b
comparison of 80% of data for training and 20% of data for
testing. Validation of the pr:rforrnanct: of the classification

ividing 420 existing data with a

process was carried out b_v using five-fold cross validation.
The data presented next is the average of the performance
for each fold. Tests were carried out for various numbers
of hidden layer nodes. The test results for the number of
different hidden layers are presented in Tables 2-6.

Tabel 2. Test Results with Hidden Layer Node = 10

Emoti Fi-
fmoten Accuracy Precision Recall

Total

Class Score
Angry 6100 8420 8840 8620 32
Bored 68.00 4620 4460 4500 17
Happy G400 4420 3600 39.60 10
Neutral 6200 4300 4800 4500 15
Sad 63.00 7720 7200 7440 10
“\L' :f:: | 6400 5896 57.80 5804 84

Table 2 shows that the average accuracy of emotion
recognition is 64%, the average precision is 58.96%,
the average recall is 57.80% and the average Fl-score is
58.04%. The addidon of a hidden layer to 30 results in
a better classification. Table 3 shows a signiﬁcant increase
in accuracy value to 68%. The same increase occurred
for precision and recall so that the F1 score was biggcr at
62.84%.

Tabel 3. Test Results with Hidden Layer Node = 30

Enér::':n Accuracy Precision Recall Si:.;;e Total
Angry 74.00 §5.20 91.00  88.00 32
Bored 67.00 50.40 4340  46.20 17
Happy 68.00 50.20  40.00 4440 10
Neutral 67.00 5180 57.20 3420 15
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An increase in classificadon performance was also
seen when the number of hidden layer nodes was increased
to 50 (see Table 4). Accuracy increased by 1.4 points
curnparcd to the classification with 40 hidden laycrs' (Table
3). Meanwhile, the Fl-score increased by more than 2.5
points. This shows that the use of the number of hidden
layers off0 significantly results in a better classification
than the number of hidden layers of 40. When the number
of hidden layers is increased to 80, there is no increase in
the pcrﬁ)rrnarlcc of the previous classification (see Table
5). The addition of a hidden laycr of 30 new nodes (ml_v
increased accuracy by 1.8% and increased the Fl-score by
1.6%.

Tabel 4. Test Results with Node Hidden Layer = 80

Emotion Accuracy Precision Recall F1-

Total

Class Score
Angry 76.00 86.80 89.00 87.80 32
Bored 75.00 59.60 47.00  52.20 17
Happy 71.00 48.60  44.00 4560 10
Neutral 69.00 60.40  70.60 6500 15

Sad 68.00 80.40 90,00 84.80 10
Jf'::f;: | 7180 6716 6812 67.08 84

Test Results with Hidden Layer Node = 100
Emotion F1-

Class Accuracy Precision Recall Score Total
Angry 7700 8580 9100 8820 32
Bored 6700 6440 48.00 5220 17
Happy — 68.00 5620 4200 4720 10
Neatral 7700 6220 T200 6640 15
Sad 75.00 7460 9400 8320 10
1\\!::: 7280 68.64 6940 6744 84

KHAZANAH INFORMATIKA | ISSN: 2621-038X, Online ISSN: 2477 698X




Speech Classification to...

Testing the MLP model using 100 hidden layer node
further improves the emotional classification results (see
Table 6). However, the improvement is not suf‘ﬁciently
signiﬁcant curnpartd to the effort to add such a largt
number of hidden layer nodes. The accuracy score is
72.8% and it is just 2.8% higher than the accuracy for
the 50 hidden layer nodes (see Table 4). The Fl-score has
increased to 67.44, which means that it is 1.96% l‘ligl‘lt‘l’
than that for the 50 hidden layer nodes. The increase in the
accuracy, precision, recall and Fl-score for all observations
with various numbers of hidden layers is presented in
Figure 4. The ﬁgure confirms a 3ign1ﬁcant increase for
various metrics when the hidden layer nodes were increased
from 10 to 50. Subsequt:rltly, the increase becomes sloping
and insignificant when the hidden layer is increased to 80
and to 100. The figure probably suggests that the use of the
MLP model is optimal when the number of hidden layers
is around 50.

classification performance

F1

| qI wl -’I
: : | e

Gambar 4. Testing Comparison Chart

If we look more detail into the recognition results for
each type of emotion, the results show different numbers
in the accuracy value and Fl-score. In the Fl-score
measurement, the score tends to be high for the recognition
of angry and sad emotions. Trends are consistent for MLP
models with varying numbers of hidden layers (see again
Table 2-6). The Fl-score for the recognition of angry
emotions was always above 86%, while the recognition
for sad emotions ranged from 74% to 84.8%. The
recognition of happy emotions shows the lowest F1-score,
which is below 50%. Emotion recognition performance
measurement using accuracy shdfs variable metric values
and is less consistent when the number of hidden layers
is increased. When the number of hidden layers is 10,
the highe&t accuracy value is reached for the recognition
of bored emotions. However, when the number of
hidden layers was increased to 30, the highest accuracy
value was reached for recognition of angry and happ}f
emotions. Furthermore, when the number of hidden
la)fers is between 50 - 80, the higl‘ltst accuracy value is
reached for the introduction nfangry and bored emotions.
Meanwhile, the model with the number of hidden la)ft'rs
of 100 produces emotion recognition with the highest
accuracy for angry and neutral emotions.

The recognition of emotions in this stud}f resulted in
better accuracy than the previous study [12] which was only
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31.67%. This research proves that the greater the number
of hidden layer nodes, the better emotion recognition
is. However, the ()ptimal number of hidden layers still
needs to be examined in terms of the computation time
associated with the acquisition of metric values. This study
also noted that the accuracy of emotion recognition varies
for the types of emotions identified.

4. Conclusion

In this research, the speech classification process for
recognizing emotions starts with feature extraction, which
signiﬁcantly affects the result of emotion recognition. We
use Mel Frequency Cepstrum Coeflicients (MFCC) for the
feature extraction. The next step is emotion classification
that uses an artificial neural network called Multila)fer
Perceptron (MLP). The method produces good speech
emotion recognition as indicated by the classification
performance measure. In general, the performance
measure steadil}f improves with the increase of the number
of hidden layers from 10, 30, 50, 80 to 1 The accuracy
attains the highest score of 72.8 when the number of
hidden layers is 100. Likewise, the F1-score is at its highest
value of 67.44 for the same number of hidden layers.
The accuracy of the emoton recognition varies with the
varying number of nodes. The Fl-score is more consistent
in measuring the performance of emotion recognition.
Referrirlg to the Fl-score value, the model perﬁ)rrm' better
in recognizing angry and sad, but it performs poorly in
recognizing happy emotions.
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