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Astract: Scheduling job in a grid system, based on reservation, First Come First Sewe-Ejecting based
Dynamic Scheduling (FCFS-EDS) comes into flexible advance reservation it is dynamic in a logical view. It
will be difficult to leam an Imagine how dynamic it is because it is in logical view. The objective of this
research is to make I(n'ning FCFS-EDS scheduling for IMPI job method easier, by developing a simulation
software to simulate First Come First Serve-Ejecting based Dynamic Scheduling (FCFS-EDS) scheduling
method for MPI job in a grid system. With this software the process of scheduling N,'fPI job with FCFS-EDS
method can be observed by user in logical view. The user can also spot where the job will be executed
(physical view). The development of this software follows waterfall process model. From the testing this

software is worth to be implemented.
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IMRODUCTION

Parallel applications need a very big resources,
these resources come from many parallel computer,
execute the parallel application in the same time.
Message Passing Interface (MPI) is API specification
which allow the parallel application to communicate to
each other by passing the message. Typically, MPI is
used by parallel program executed in a cluster, super
computer or m a grid system. This parallel application
can be called as IMPI application or IMPI job. If MPI
job needs n nodes of computation power to execute, then
these n jobs must be executed in the same time. Another
applications needs resources from many places is
workflow application where jobs in  workflow
application must wait another job before it can be
executed. In the workflow application it is called
dependency.

In multimedia and real time application to guarantee
the broadcasting of video and audio in a network
flawlessly such as video conference, it needs a particular
amount of bandwidth. With these three example we need
a reservation for scheduling to guarantee that particular
resources will be ready to use for an application as
needed in a future time (Smith et al., 2000).

In most grid system with traditional scheduler, all
accepted job is put in a queue if the resource needed is

not available. different

scheduling

Every grid system uses

2

thod like Erst Come First Sewe (FCFS) Shortest Job
First (SJF) Earliest Deadline (EDF) or Easy back-filling
(Mu'alem and Feitelson, All of the scheduling method
above execute the job based on three parameters, i.e.,
number of resources needed, starting time and duration
time of the job. With all scheduling method above there
1s no guarantee about when these job will be executed
(Sulistio and Buya, 2004). Advance reservation is the
process of requesting resources for use at specific times
in the future (Smith et al., 2000). Common resources that
can be reserved or requested are storage elements,
network bandwidth, compute nodes or a combination of
any @@those.

First Come First Serve-Ejecting based Dynamic
Scheduling (FCFS-EDS) comes into flexible advance
reservation it IS clynarme in a logical view (Umar et al.,
2012). It will be difficult to leam an Imagine, how
dynamic it is because it IS logical view. The aim of this
research is to make leaming FCFS-EDS scheduling for
MPI job method easier by developing a simulation
ftwalrc to simulate First Come First Sewe-Ejecting
based Dynamic Scheduling (FCFS-EDS) scheduling
method for MPI job in a grid system. With this software
the process of scheduling job with FCFS-EDS method
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can be observed by user logical view. The user can also
spot where the job will be executed (physical view).

Literature review: The grid computing discipline
includes connections of a possibly unlimited number of
ommpresent computing devices within a network or grid
and also includes the networking services. This new
advanced methodology to computing has similarities to
a enormously large power grid such as what delivers
power to our homes and business daily. This innovative
methodology led to increasmg interest in palrmg
geographically distributed for answermg
compute intensive application and large-scale data
intensive application. This methodology is leading to
what is popularly called Peer-to-Peer (P2P) computing
networks and the Grid (Buyya and Sulistio, 2008). The
distribution of utility-based power, worldwide has
become second nature to many of us. We know that by
merely entering into a chamber and switching on the AC
or any other electric devices, the power will be engaged
to the proper devices of our choice at that time. In this
same utility style, grid computing openly search for an

resources

unlimited number of computing devices into grid
environment. Grid computmg can add an unlimited
number of computing devices into any grid environment.
Grid (Daniel, 2005; Foster and Kesselman, 1999)
computing platforms allow the sharing, selection and
combination of geographically distributed
heterogeneous resources (data sources and computers)
belonging to different managerial organizations (also
called Virtual Organizations (VOs)) for answering large-
scale problems m engmeermg, commerce and science.

MATERIALS AND METHODS

Resource management in a grid system: The key
components of a grid infrastructure are resource
management, security, information services and data
malgcmcnt (Jacob et al., 2003). The word resource
management in grid computing can be defined as
processes that control the technique that grid capabilities
are made accessible for other entities like applications,
services and users (Foster and Kesselman, 2003). The
objective of resource management is to guarantee
efficient deployment of computer resources and for
optimization performance of particular tasks (Isah and
Safwana, 2012).

a In worldwide grid environment, users communicate
Bth a Grid Resource Broker (GRB) that hides the
Emplexity of resource management and scheduling. For
the operatiorf}f a computational grid, the grid resource
broker sees properties of resources that the user can
contact using Grid Information Services (GIS)
negotiates with (grid-enabled) their
mediators usmg middleware services, maps tasks to

resources  or
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resources (schedulmg stages the uta and application for
processmg (deployment) and finally collects results
(Buyya et al., 2000).

There are three types of resource management
architecture style which are centralized, decentralized
and hierarchical. Hierarchical and decentralized
approaches are appropriate for grid resource and
operational management, since It is impossible to
express an adequate system-wide performance matrix
and common fabric management policy (Buya et al.,
200
To handle the wide differences in the software
applicans and hardware used in grid environments
above different forms of grid networks, a software
Elown as middleware IS used. The most significant
mp()ncnts of the middleware IS the resource manager
which handles resource selection and scheduling (Foster
et al., 2000; Sulistio and Bu yyal,zom)-

There are two varieties of resource management
which are global resource management and local
resource management. Local resource management
deals with scheduling and managmg resource at a
specific site or resource provider. Global resource
manager doesn't possess the resources at a site and
therefore doesn't have control over them. The global
resource manager has to make best-effort choices and
then submit the job to the designated resources (Schopf,
2004).

Grid resource management has some different
layers of schedulers. At the l'ancst layer is global
resource management that may have a more umversal
view of the resourcdbut very far away from the
resources where lastly the application will be performed.
At the lowest layer is a local resource management that
manages a particular resource or set of resources. Other
layers may exist in between, for instance to handle
several resources specific to a project (Sulistio and Buya,
2004). In local resource management, resources are
accessed, assigned and allocated satisfying to Quality of
Service (QoS) prmciples such as advance reservation,
deadline and

pnce.

MPI job: The mam purpose for making and using
parallel computers is that parallelism IS one of the best
ways to overcome the speed blockage of a single
processor (Hwang and Xu, 1998). There are three
approaches for making parallel applications. The first
approach is based on automatic parallelization. With this
approach a programmer does not need to wolAY about
parallelizing task. The second is based on the usage of
parallel libraries. With this approach parallel code that is
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m common to some applications IS captured into a
parallel library. The third approach is major recoding or
resembles the code from scratch in creating a parallel

Simulation
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Fig. 1: Use case diagram

application. The programmer is free to select the
language and the programmmg model used for creating
a parallel application (Tiemeyer and Wong, 1998).

Message Passing Interface (MPI) is API
specification which allow the parallel application to
communicate to each other by passing the message.
Typically, MPI is used by parallel program executed in
a cluster, super computer or in a grid system. This
parallel application can be called as MPI application or
MP] job. If NAPI job needs n nodes of computation
power to execute, then these n jobs must be executed in
the same time (Kan, 2001 ).

FCFS-EDS scheduling method: First Come First Sewe-
Ejecting based Dynamic Scheduling (FCFS-EDS) comes
into flexible advance reservation it is dynam icina
a,ricall view (Yang et al., 2007). This strategy takes an
avantagc of shifting earlier reservations made (subject

given [EBxible constraints) to make room for new
incommyg reservatiorffquest. However, the planning for
[E3servation in their model provides a logical view as
against the physical view reported in the literature.
Thcrcﬂc, they call their method as First Come First
Sewe-Ejecting based Dynamic Scheduling (FCFS-EDS)
strategy.

Analysis and design: The requirement of this software
simulation of scheduling NAPI job in a grid system,
based on reservation using First Come First Serve-
Ejecting based Dynamic Scheduling (FCFS-EDS)
method are: this software can visualize logical view as
well as physical view of the scheduling. This software
can also give the description of the process happenmg in
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the logical view and run the FCFS-EDS scheduling
metif7itl.

Use case diagrams display business use cases, actors
and the associations between them. The associations
between actors and business use cases say that an actor
can use a certain functionality of the software. Use case

of this simulation software can be seen in Fig. 1. The
FCFS-EDS
scheduling

Visualization

< g

e

Fig. 2: Package diagram

package diagram shows how the various classes are
grouped into packages. Package diagram of this
simulation software can be seen in Fig. 2.

RESUTS AND DISCUSSION

We Bavc developed a simulation software to
EBnulate First Come First Sewe-Ejecting based Dynamic
Scheduling (FCFS-EDS) scheduling method for MPI job
m a grid system. This software then called as simulation
of FCFS-EDS scheduling for MPI job. The initial display
of the software can be seen in Fig. 3. From Fig. 3, we can
see that there are two areas which are: for
visualization or sunulation and area for menu.

area

Menu in simulation of FCFS-EDS scheduling for NIPI
job: Menu in simulation of FCFS-EDS scheduling for
MPI job consist of two mam menus, i.e., file menu and
help menu. File menu is used for openmg file (Open),
1.e., Input file for this software, the sequence of incoming
_MPI job to the local resource manager m each timeslot.
The incommg sequence follows polsson distribution.
Close menu IS used for closing the input file that has
been or not been simulated or visualize. This is clone to
change the mput file of the |_ncommg XLPI job. File
menu can be seen inFig. 4.

If we click open menu Fig. 4. We will be to the
window for choosing file we want to open. This file
contains the sequence of incoming NLP [ job to the local
resource manager. The extension of this file is .txt. The
window for openmg input file

If we click the exit menu in Fig. 2. We will be
directed to the dialog box asking whether we really want
to close the program simulation of FCFS-EDS
scheduling for MPI job. Dialog box exit can be seen in
Fig. 6.

The next menu 1s close menu, this menu IS used for
closing Input file. If we close the file, then we have to
open another Input file in order to run the simulation. Hel
menu is contammg about simulation of FCFS-EDS
scheduling Fig. 7 depicts help menu. In Fig. - , if we click
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help menu about simulation of FCFS-EDS scheduling
we will be directed to the window contaming the
description of the the software simulation of FCFS-EDS

J. Eng. Applied Sci., 12 1972-1978,2017

Pruypsical View Micestion

scheduling for MPI job. The about window can be seen
in Fig. 8.

g o i & Pt of St

Fig. 3: Initial display of simulation ofFCFS-EDS scheduling for MPI job
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The area of simulation for FCFS-EDS scheduling for
MPI job:in this area consist of 4 cofpartments. The first
compaltment, used for visualize FCFS-EDS scheduling
for MPI jobin al al view. The second compartment.
Used for visualize FCFS-EDS scheduling for NAPI jobin a
physical view. The third compartment is contaming the
runnmg process for scheduling MPI job. In this area we
show the incommg job in the particular time slot in the
form of text. Also, it shows where the job is allocated.
Visualization is in the compartment of logical and
physical view. The last compartment show the
efficiency graph in the real time mode. How to draw the
graph will be done in the next research.

Above the logical view we have three buttons, l.e.,
start button, t+| button and start till the encl button as
depicted in Fig. 9. Staff button is enabled only there is
an opened input file, otherwise it is disabled. If we have
opened the input file, then start and start till the End
buttons will be enabled. If we click the start button,
then for the next step of simulation we have to click t+l
button but if we click the staff Till the end button, then
the simulation will run from the first time slot to the last
time slot.

The example of the nmmng simulation can be seen
m Fig. 10. In Fig. 10, we can see that in the logical view
palt, there are NfPljobs has been scheduled. As we can
see,
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Simulation of FCFS-EDS scheduling for MP1job

Jobld 1.7 has been allocated in time slot number 4 in five
virtual compute nodes (vcO till ve4) and in time slot 5
has been allocated in five virtual compute nodes (vc4 till
vc8). When we execute this job (Jobld 1.7) it means that
we are in time solt 4 (t = 4) then Jobld 1.7 is executed in
5 compute nodes (cnO till cndp these compute nodes is

dedicated for Jobld |.7 until time slot 11 where Jobld 1.7
finished running on time slot 11 ..

COMNCLUSION
After performing black box test we find that the

software is running flawlessly. The conclusion that can
be drawn from this research: we have developed the
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software for simulation EF&EDS scheduling@®r LMPI
job in the grid system, namely simulation of FCFS-EDS
scheduling for MPI job. This software has the capability
to visualize step by step the scheduling process for MPI
job using FCFS-EDS method both in the logical view and
physical view.
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