
HASIL CEK_Murinto_K-means
clustering based filter feature
selection on high dimensional

data
by Murinto K-means Clustering Based Filter Feature Selection

Submission date: 22-Sep-2023 09:29AM (UTC+0700)
Submission ID: 2173211581
File name: EK_Ismi_Phancoo_Murinto_Feature_Selection_K-Means_Clustering.pdf (161.47K)
Word count: 3795
Character count: 21398



13

3

7

7

11



2

6

7

8
8

9

9



1

5

5

8



2

5

6

10

11



1

4

4
4



2

6

9

10







9%
SIMILARITY INDEX

7%
INTERNET SOURCES

8%
PUBLICATIONS

4%
STUDENT PAPERS

1 2%

2 1%

3 1%

4 1%

5 1%

6 1%

7 1%

HASIL CEK_Murinto_K-means clustering based filter feature
selection on high dimensional data
ORIGINALITY REPORT

PRIMARY SOURCES

Submitted to Universitas Dian Nuswantoro
Student Paper

Submitted to Guru Nanak Dev Engineering
College
Student Paper

www.ijain.org
Internet Source

passer.garmian.edu.krd
Internet Source

"Recent Advances on Soft Computing and
Data Mining", Springer Science and Business
Media LLC, 2017
Publication

eprints.utem.edu.my
Internet Source

Arpita Nagpal, Deepti Gaur. "ModifiedFAST: A
New Optimal Feature Subset Selection
Algorithm", Journal of information and



8 1%

9 1%

10 1%

11 1%

Exclude quotes On

Exclude bibliography On

Exclude matches < 1%

communication convergence engineering,
2015
Publication

Shu, Wenhao, and Hong Shen. "Incremental
feature selection based on rough set in
dynamic incomplete data", Pattern
Recognition, 2014.
Publication

Artificial Intelligence Foundations Theory and
Algorithms, 2015.
Publication

citeseerx.ist.psu.edu
Internet Source

cobweb.cs.uga.edu
Internet Source


