
Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 

Vol. 9, No. 2, June 2023, pp. 239-249 

ISSN: 2338-3070, DOI: 10.26555/jiteki.v9i2.25973  239 

 

 

Journal homepage: http://journal.uad.ac.id/index.php/JITEKI Email: jiteki@ee.uad.ac.id 

 

Prediction of Post-Operative Survival Expectancy in Thoracic Lung 

Cancer Surgery Using Extreme Learning Machine and SMOTE 
 

Ajwa Helisa, Triando Hamonangan Saragih, Irwan Budiman, Fatma Indriani, Dwi Kartini 
Computer Science Lambung Mangkurat University, Jalan A.Yani Km 36, Banjarbaru 70714, Indonesia 

 

ARTICLE INFO  ABSTRACT 

Article history: 

Received March 21, 2023 

Revised April 17, 2023 

Published April 19, 2023 

 Lung cancer is the most common cause of cancer death globally. Thoracic 

surgery is a common treatment for patients with lung cancer. However, there 

are many risks and postoperative complications leading to death. In this study, 

we will predict life expectancy for lung cancer patients one year after thoracic 

surgery The data used is secondary data for lung cancer patients in 2007-2011. 

There are 470 data consisting of 70 death class data and 400 survival class data 

for one year after surgery. The algorithm used is Extreme learning machine 

(ELM) for classification, which tends to be fast in the learning process and has 

good generalization performance. Synthetic Minority Over-sampling 

(SMOTE) is used to solve the problem of imbalanced data. The proposed 

solution combines the benefits of using SMOTE for imbalanced data along 

with ELM. The results show ELM and SMOTE outperform other algorithms 

such as Naïve Bayes, Decision stump, J48, and Random Forest. The best 

results on ELM were obtained at 50 neurons with 89.1% accuracy, F-Measure 

0.86, and ROC 0.794. In the combination of ELM and SMOTE, the accuracy 

is 85.22%, F-measure 0.864, and ROC 0.855 on neuron 45 using a data 

division proportion of 90:10. The test results show that the proposed method 

can significantly improve the performance of the ELM algorithm in 

overcoming class imbalance. The contribution of this study is to build a 

machine learning model with good performance so that it can be a support 

system for medical informatics experts and doctors in early detection to predict 

the life expectancy of lung cancer patients. 
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1. INTRODUCTION  

Lung cancer is the most common cause of cancer death globally [1]–[3]. In 2013 there were 14.9 million 

cancer cases, with 8.2 million deaths, and 196.3 million people with disabilities. Cancers of the trachea, 

bronchi, and lungs are the leading cause of cancer deaths in men and women, with 1.6 million deaths [1]. World 

Health Organization (WHO) report states that 9.6 million people died from cancer in 2018, making it the second 

largest cause of death worldwide [4]. The most common cause of impairment in men, accounting for 24.9 

million cases, is lung, tracheal, and bronchial cancer [1]. Thoracic surgery is typically used to treat lung cancer 

patients [5]. Postoperative care of thoracic surgical patients is a crucial aspect of patient recovery and a 

challenge in its own right [6]. Based on these problems, there is a need to classify patient deaths after thoracic 

surgery to assist physicians in early detection so that diagnosis can be more efficient and effective. 

Over the past decades, various machine learning algorithms and classification methods for disease 

prediction and prognosis have been applied. Extensive research has been conducted on machine learning 

algorithms in cancer detection, recurrence, and survival prediction [7]. In research on the classification of life 

expectancy after lung cancer surgery with the same data, Zie˛ba et al. [8] used the Boosted SVM method by 

applying an oracle-based approach to extract decision rules in solving unbalanced data problems. Another by 
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Roshan et al. [9] used four algorithms: Naive Bayes, Random Forest, J48, and Decision Stump. The 

combination of J48 and Naive Bayes yielded the best results ROC of 0.738 and an accuracy of 88.73%. There 

are still few studies and clear guidelines in this domain using machine learning approaches to predict 

postoperative life expectancy in lung cancer patients [5].  

Several Neural Network training methods provide deeper learning to make decisions on detection 

systems, one of which is the Extreme Learning Machine (ELM) [10]. ELM is a shallow network and many 

advantages as fast learning, easy convergence, and less randomness. Previous research conducted by Ghoneim 

et al. [11] Extreme Learning Machine for cervical cancer classification to get 99.7% accuracy in classifying 

two classes and 97.2% accuracy for seven classes. Other research used Extreme Learning Machine by Lahoura 

et al. [12] for breast cancer diagnosis with an accuracy of 0.9868. 

The main difficulty in learning classification models is the character of the data. Usually, the collected 

raw data cannot be used directly in the training process due to various circumstances. One of them is the data 

imbalance problem [8]. Imbalances in the data set severely affect the performance of most classifiers [13], [14]. 

Unbalanced data between classes continues to be a common and challenging problem in supervised learning 

[15] because standard classification algorithms are designed to handle balanced class distributions [16]. In 

medical decision-making, especially postoperative risk assessment, there are many problems related to data 

imbalances. During the 1-year planning period, the number of surviving patients is often much higher than the 

number of deaths during the assumed interval [8]. It will affect the classification results because it tends to be 

biased toward the majority class [17]. 

Many oversampling techniques have proven effective in addressing the problem of data imbalances in the 

real-world domain. SMOTE is the most popular over-sampling method proposed to improve random 

oversampling [16]. Research related to the SMOTE method by Wei et al. [18] to predict the level of drug risk 

based on ADRs using four classification models: Random Forest, Gradient Boost, Logistic Regression, and 

AdaBoost, combined with SMOTE, the best results from Random Forest in combination with SMOTE were 

used was found with an accuracy score of 0.95. Another study by Ishaq et al. [19] used nine classification 

models to predict the survival of heart patients, based on research showing that the SMOTE technique 

significantly improved the performance of some classifier algorithms and ETC outperformed other models 

with an accuracy of 0.9262. 

Based on some of the above problems, this study will use the Extreme Learning Machine to predict the 

survival of postoperative patients, and SMOTE to overcome the problem of unbalanced data can be expected 

to be able to provide optimal solutions so that it can predict the survival of postoperative thoracic lung cancer 

patients with good results. This study will be a support system for medical informatics and doctors to analyze 

retrospective data by utilizing large amounts of data that are often collected in daily operations to extract useful 

information, hoping to contribute to early detection to predict the life expectancy of lung cancer patients based 

on several indicators to determine the most appropriate treatment for patients and minimize the risk of death in 

postoperative. 

 

2. RESEARCH METHOD  

The main objective of this research is to predict survival in lung cancer patients after thoracic surgery. 

The data used is unbalanced, so this research wants to know the effect of SMOTE on classification results 

using ELM. The proposed system for predicting the survival of postoperative thoracic lung cancer patients can 

be seen in Fig. 1.’ 

 

 
Fig. 1. The proposed system architecture 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&
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2.1. Data Collection 

The data set is from the UCI Machine Learning Repository. According to the main repository site, the 

data was collected retrospectively at Wroclaw Thoracic Surgery Center for primary lung cancer patients in 

2007-2011. The biomedical data used consisted of 470 samples and were based on classification issues related 

to postoperative life expectancy in lung cancer patients. It consists of two classes: death or survival within one 

year after surgery. There were 70 death class data and 400 survival class data for one year after surgery. In this 

work, the data is divided into training and testing.  

Based on clinical studies was identified that there are many risks to patients after thoracic surgery, most 

common contributing factors are age, preoperative pulmonary function test, cardiovascular comorbidities, 

chronic obstructive pulmonary disease, and smoking status [17]. In this dataset, 16 features are indicative of 

lung cancer patients can be seen in Table 1. 

 

Table 1. Descriptions of Thoracic Surgery dataset attributes 
No ID Description Category Range Values 

1 DGN 

ICD-10 code diagnostic-specific 

combinations for primary and 

secondary tumors as well as multiple 

tumors, if present 

Nominal 

{DGN1, DGN2, DGN4, 

DGN5, DGN6, DGN8, 

DGN3} 

2 PRE4 FVC - Forced vital capacity Numeric {1.44, 6.3} 

3 PRE5 
FEV1 - Volume is exhaled at the end 

of the first second of forced expiration. 
Numeric {0.96, 86.3} 

4 PRE6 Performance status - Zubrod scale Nominal {PRZ0, PRZ1, PRZ2} 

5 PRE7 Pain before surgery Nominal {T or F} 

6 PRE8 Haemoptysis before surgery Nominal {T or F} 

7 PRE9 Dyspnoea before surgery Nominal {T or F} 

8 PRE10 Cough before surgery Nominal {T or F} 

9 PRE11 Weakness before surgery Nominal {T or F} 

10 PRE14 
T in clinical TNM - size of the original 

tumor, from smallest to largest 
Nominal 

{OC11, OC12, OC13, 

OC14} 

11 PRE17 Type 2 DM - diabetes mellitus Nominal {T or F} 

12 PRE19 MI up to 6 months Nominal {T or F} 

13 PRE25 PAD - peripheral arterial diseases Nominal {T or F} 

14 PRE30 Smoking Nominal {T or F} 

15 PRE32 Asthma Nominal {T or F} 

16 AGE Age at surgery Numeric {21, 87} 

17 Risk1Y 
1 year survival period - (T)rue value if 

died (T, F) 
Nominal {T or F} 

 

2.2. Preprocessing Data 

Preprocessing is a step used in data mining to transform raw data into a form that is easy to understand 

so that it can represent data effectively so that there is not much excessive information that is not related or 

noisy [20]. Data preprocessing in this research consists of transforming the data from nominal and binary to 

numeric so that the algorithm can process it. Outliers were removed after data transformation. Outliers are data 

that are significantly different and do not correspond to the normal behavior of the data [21]. There are 16 

outliers in the data, and after removing these outliers the new data set contains 454 instances from the original 

470. This data does not have such problems as missing values and duplicate data. The research uses split data 

with a proportion of 60:40, 70:30, 80:20, and 90:10. 

 

2.3. Extreme Learning Machine 

Extreme Learning Machine is one of the learning methods in a feedforward neural network with a single 

hidden layer. ELM is a least-square-based learning algorithm that can be applied as the estimator in regression 

or classification problems [22]. The algorithm consists of three layers: input, hidden, and output layer [23]–

[25]. The input weight in the ELM is determined randomly, while the output weight is determined analytically 

so that the output on the results of this algorithm is only one [10]. ELM has two parameters set by the user, the 

number of neurons of the hidden layer (L) and the variance of the input weight of the hidden layer (w). Improper 

initialization of (L) or (w) may interfere with the performance of ELM models [26]. The ELM model can be 

seen in Fig. 2. 
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Fig. 2. ELM architecture model 

 

In ELM, during the training process, the weight of the hidden layer is randomly assigned but never 

updated, and only the weight of the output layer is changed. The training dataset is (𝑥𝑗 , 𝑡𝑗), where 𝑥𝑗 =

[𝑥𝑗1, 𝑥𝑗2, . . . , 𝑥𝑗𝑁]𝑇is the input vector and 𝑡𝑗  is the output vector. The output of the 𝑖𝑡ℎ hidden layer neuron is 

given by 𝑔(𝑤𝑖 , 𝑏𝑖 , 𝑥𝑗), where 𝑤𝑖   is the weight vector connecting the input neuron to the 𝑖𝑡ℎ   hidden neuron, 𝑏𝑖   
is the bias of the 𝑖𝑡ℎ hidden neuron, and 𝑔 is the activation function. Each hidden layer neuron in ELM is also 

connected to each output layer neuron with some associated weights, denoting the weights connecting the 𝑖𝑡ℎ 

hidden layer neuron to the output neuron with 𝑏𝑖 . This architecture can be mathematically described as in (1). 

∑ 𝛽𝑖𝑔(𝑤𝑖 , 𝑏𝑖 , 𝑥𝑗) = 𝑡𝑗

𝐿

𝑖=1

 
(1) 

where, 𝐿 is the number of hidden neurons, and 𝑗 is the input/output instances of total 𝑁 training instances. 

 

2.4. SMOTE 

Synthetic Minority Over-sampling (SMOTE) proposed by Chawla is an improved scheme based on a 

random oversampling algorithm [27], [28]. SMOTE is a popular and effective method to handle the class 

imbalance problem in many domains. The goal of SMOTE is to overcome the overfitting rendered by simply 

oversampling with replication and help classifiers to improve generalization on testing data [29]. The basic 

idea of the SMOTE algorithm is to analyze the minority class samples and add new artificially synthesized 

samples corresponding to the minority class samples to the data set [30], [31]. 

 
Fig. 3. Generation of Synthetic Instances using SMOTE [32] 

 

The steps in SMOTE are as follows [33]: 
1. Sample 𝑥𝑖 is randomly selected from 𝑆𝑚𝑖𝑛. The Euclidean distance is used as a standard to calculate its 

distance to other samples in 𝑆𝑚𝑖𝑛, and its 𝑘 nearest neighbors are determined.  
2. Sample 𝑥𝑗 is randomly selected from the 𝑘 neighbors, and a new sample 𝑥𝑛𝑒𝑤 is generated using equation 

(2). 

𝑥𝑛𝑒𝑤 = 𝑥𝑖 + 𝑟𝑎𝑛𝑑(0,1) × |𝑥𝑖 − 𝑥𝑗| (2) 
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3. Repeat the first two steps until the number of samples for the category in the training set equals the largest 

number of samples.  
 

2.5. Assessment Indices 

In this work, evaluation for classification uses accuracy, F-Measure, and ROC to predict the survival of 

lung cancer patients following thoracic surgery. The existence of an assessment index aims to measure the 

model's success rate and facilitates comparison with other algorithms. 

Accuracy is used to measure the closeness between predicted and actual values. The formulas are shown 

in (3). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛

𝑡𝑜𝑡𝑎𝑙𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛
=

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

 
(3) 

F-measure is an assessment index using an average that combines precision and recall values [34]. The 

F-measure calculation is shown in (4) 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

 
(4) 

ROC (Receiver operating characteristic) is a graph or curve used to measure classifiers and visualize their 

performance. The goal is to compare diagnostic tests. ROC is widely used in machine learning, decision-

making, and data mining [35]. The closer the ROC plot is to the upper left corner, approaching the values of 

100% true positive rate (TPR) and 0% false positive rate (FPR) indicates high resulting accuracy [36]. ROC is 

obtained by calculating the area under the ROC curve that plots FPR as (5) on the x axis and TPR as (6) for 

the y axis [37]. 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁

 
(5) 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁

 
(6) 

True positives (TP) are the rate of positive tuples correctly labeled as positive by the classifier. False 

positives (FP) are the rate of negative tuples falsely flagged as positive. True Negative (TN) is the rate of 

negative tuples correctly labeled as negative. False negatives (FN) are the fraction of positive tuples incorrectly 

labeled as negative [35]. 

 

3. RESULTS AND DISCUSSION  

This study is limited to using only ELM as a classification algorithm and SMOTE to overcome the 

challenge of unbalanced data. In addition, the dataset used focuses only on a single source retrospectively 

collected at the Wroclaw Center for Thoracic Surgery: postoperative survival data for lung cancer patients. 

There are many factors associated with the survival of postoperative lung cancer patients. There are many 

factors associated with the survival of post-surgical lung cancer patients. There are many factors associated 

with the survival of post-surgical lung cancer patients. In the data used, many other indicators were not 

included, and prognostic variables consisting of neoadjuvant therapy, biomarkers, anatomopathological 

findings, and tumor genome analysis are limitations of this study [38]. 

Several tests were conducted to determine the proportion of training and testing data that can provide 

good results based on accuracy, F-Measure, and ROC. The composition of training data and test data used in 

this work is 60:40, 70:30, 80:20, and 90:10. Additionally, neuron testing was performed to ascertain the number 

of neurons required in the ELM process to get the best results. This test uses 5 to 50 neurons in multiples of 5. 

Each neuron is tested ten times, and the resulting accuracy, F-measure, and ROC results are averaged. The first 

test results for the proportion of training data and test data 60:40 are shown in Table 2. 

In Table 2, it can be seen that the composition of 60% training data and 40% test data provides quite good 

performance results with an average accuracy value of 87.334%, 0.828 for F-Measure, and ROC 0.657 for 

ELM. In the classification using additional SMOTE, accuracy, and F-Measure decreased with an average 

accuracy of 70.543 and F-Measure of 0.735, while ROC increased to 0.696. Furthermore, the second test results 

for the composition of training data and test data 70:30 are shown in Table 3. 
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Table 2. Experimental results for 60% training data and 40% test data 

Neuron 

Accuracy F-Measure ROC 

ELM 
ELM + 

SMOTE 
ELM 

ELM + 

SMOTE 
ELM 

ELM + 

SMOTE 

5 86.978 77.582 0.81 0.75 0.551 0.6126 

10 86.318 65.879 0.81 0.70 0.598 0.677 

15 86.813 66.538 0.81 0.70 0.615 0.674 

20 87.966 70.879 0.83 0.73 0.644 0.695 

25 87.802 71.263 0.83 0.74 0.667 0.698 

30 87.802 70.714 0.83 0.73 0.686 0.701 

35 87.582 70.769 0.84 0.75 0.693 0.712 

40 87.417 69.065 0.84 0.74 0.698 0.715 

45 87.582 71.263 0.84 0.75 0.71 0.74 

50 87.088 71.483 0.84 0.76 0.717 0.742 

Average 87.334 70.543 0.828 0.735 0.657 0.696 

 

Table 3. Experimental results for 70% training data and 30% test data 

Neuron 

Accuracy (%) F-Measure ROC 

ELM 
ELM + 

SMOTE 
ELM 

ELM + 

SMOTE 
ELM 

ELM + 

SMOTE 

5 86.593 79.56 0.81 0.78 0.556 0.630 

10 85.244 70.069 0.80 0.74 0.625 0.664 

15 86.373 65.911 0.81 0.71 0.638 0.717 

20 85.057 68.491 0.79 0.73 0.680 0.732 

25 84.807 68.175 0..79 0.73 0.690 0.727 

30 85.046 70.584 0.80 0.75 0.699 0.735 

35 85.569 71.605 0.80 0.75 0.713 0.722 

40 86.728 71.751 0.82 0.75 0.715 0.726 

45 86.788 72.116 0.82 0.75 0.725 0.726 

50 87.618 72.992 0.84 0.76 0.723 0.733 

Average 85.982 71.125 0.81 0.745 0.676 0.711 

 

In Table 3, it can be seen that classification using ELM provides lower accuracy and F-Measure compared 

to the previous test results and there is a slight increase in the ROC value of 0.676, accuracy of 85.982%, and 

F-Measure of 0.81. While using ELM and SMOTE has improved with 71.125% accuracy, F-Measure 0.745, 

and ROC 0.711. The highest result in the 70:30 proportion is at the number of neurons as much as 50, accuracy 

87.618%, F-Measure 0.84, and ROC 0.723 for ELM and 71.992% accuracy, F-Measure 0.76, ROC 0.733 for 

ELM and SMOTE. Furthermore, the third test results for the composition of training data and test data 80:20 

are shown in Table 4. 

 

Table 4. Experimental results for 80% training data and 20% test data 

Neuron 

Accuracy F-Measure ROC 

ELM 
ELM + 

SMOTE 
ELM 

ELM + 

SMOTE 
ELM 

ELM + 

SMOTE 

5 84.066 79.560 0.77 0.78 0.579 0.630 

10 83.956 78.131 0.78 0.79 0.589 0.661 

15 84.615 65.911 0.79 0.71 0.564 0.717 

20 84.835 66.373 0.79 0.71 0.633 0.730 

25 83.736 65.824 0.78 0.71 0.695 0.749 

30 85.384 67.254 0.80 0.72 0.689 0.735 

35 87.472 68.792 0.83 0.72 0.670 0.746 

40 87.253 71.538 0.83 0.75 0.689 0.752 

45 87.142 73.736 0.83 0.76 0.698 0.725 

50 87.143 73.626 0.83 0.76 0.679 0.695 

Average 85.56 71.074 0.803 0.741 0.648 0.714 

 

Table 4 shows that the composition of 80% training data and 20% testing data gives worse results than 

the test results of the previous two scenarios, the accuracy of 85.56%, F-Measure 0.803, and ROC 0.648 for 

ELM. Similarly, for the ELM and SMOTE experiments, there was only a slight improvement in the average 

ROC value of 0.714, accuracy of 71.074, and F-Measure of 0.741. Finally, the results of testing the 90:10 

training and test data composition are shown in Table 5. 
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Table 5. Experimental results for 90% training data and 10% test data 

Neuron 

Accuracy F-Measure ROC 

ELM 
ELM + 

SMOTE 
ELM 

ELM + 

SMOTE 
ELM 

ELM + 

SMOTE 

5 84.268 72.79 0.79 0.75 0.595 0.74 

10 84.52 76.3 0.79 0.78 0.639 0.79 

15 83.86 75.21 0.77 0.78 0.603 0.805 

20 83.35 70.2 0.77 0.75 0.673 0.857 

25 83.18 76.5 0.77 0.79 0.661 0.801 

30 85.17 79.6 0.80 0.82 0.704 0.887 

35 84.27 78.3 0.79 0.80 0.728 0.85 

40 85.38 74.2 0.80 0.77 0.72 0.81 

45 86.46 85.22 0.81 0.86 0.744 0.855 

50 89.1 82.3 0.86 0.83 0.794 0.819 

Average 84.955 77.062 0.795 0.793 0.686 0.821 

 

The test results in Table 5 show that the accuracy, F-Measure, and ROC values generated using ELM and 

SMOTE are the best compared to other test scenarios, with an average accuracy value of 77.062%, F-Measure 

0.793, and ROC 0.821. In ELM, the average accuracy is 84.955%, F-Measure 0.795, and ROC 0.686. As for 

the highest results from all experiments with a scenario of 90% training data and 10% test data, there are 

experiments with the number of neurons 50 using ELM getting the highest results with accuracy reaching 

89.1%, F-Measure 0.86, and ROC 0.794. ELM and SMOTE gave the best results in 45 neurons with 85.22% 

accuracy, F-measure 0.86, and ROC 0.855. Based on these results, it is shown that the composition of the 

training and test data and the number of neurons influence the classification results given.  

To clarify the understanding of all test scenario results, we have provided a graphical comparison of the 

test results to all scenarios based on accuracy, F-measures, and ROC shown in Fig. 4-Fig. 6.  

 

 
Fig. 4. Graph of accuracy for all test scenarios 

 

The graph shows the results based on accuracy in all experimental scenarios, with the ELM model getting 

a higher average accuracy than using ELM and SMOTE. The highest accuracy in ELM is 89.1% in the 

proportion 90:10 with neurons 50. Similarly, with ELM and SMOTE, the best results are in scenarios 90:10 

with neurons 45 with an accuracy of 85.22%.  

The graph shows the results based on F-measure for all test scenarios. The ELM model shows very small 

differences in F- measure values. Based on the average F-Measure value, the 60:40 scenario has a higher value 

than the average F-Measure value with other scenarios because the F-Measure value on each neuron tends to 

be stable. Meanwhile, if we look at the highest result based on each neuron experiment, the 90:10 scenario is 

the best at 50 neurons with an F-Measure of 0.86. For ELM and SMOTE models, the best F-Measure value is 

also in the 90:10 scenario with an F-Measure of 0.864. 

The graph based on ROC for all test scenarios shows that the 90:10 data split using ELM and SMOTE 

has the highest results compared to other scenarios. The highest result with 30 neurons has a ROC value of 

0.887. Similarly, using ELM, the highest result is in the 90:10 used 50 neurons having a ROC of 0.794. 
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Comparison of accuracy, F-Measure, and ROC with other studies was also conducted to measure the 

performance of Random Forest to predict the life expectancy of lung cancer patients after thoracic surgery. In 

this test, the composition of training data and test data used is 90:10 to fit the comparative study. Table 6 shows 

the comparison of accuracy, F-Measure, and ROC values of several algorithms that have been used previously 

for the same case, as well as the Extreme Learning Machine and SMOTE used in this study. 

 

 
Fig. 5. Graph of F-Measure for all test scenarios 

 

 
Fig. 6. Graph of ROC for all test scenarios 

 

Table 6. Comparison of accuracy, F-Measure, and ROC with other algorithms 
Algorithms Accuracy (%) F-Measure ROC 

Naïve Bayes [9] 84.51 0.829 0.738 

Decision stump [9] 88.73 0.834 0.493 

J48 [9] 88.73 0.834 0.5 

Random Forest [9] 88.73 0.834 0.681 

J48+ Naïve Bayes [9] 88.73 0.834 0.738 

J48+Random Forest [9] 88.73 0.834 0.681 

Extreme Learning Machine 89.1 0.86 0.794 

Extreme Learning Machine + SMOTE 85.22 0.864 0.855 

 

Based on the comparison results with previous studies using the same data shown in Table 6, it can be 

seen that ELM and SMOTE provide better results for solving cases related to the life expectancy of lung cancer 

patients after thoracic surgery. The case in this study shows that the ELM algorithm can work well for 

classification models by combining SMOTE as a technique for data balancing. SMOTE has a positive impact 

when the data is not balanced because the balancing process minimizes the possibility of biased learning toward 

the majority class [39]. The results show that SMOTE can improve the performance of the model, as evidenced 

by the increased F and ROC values compared with ELM. 

However, it should be noted that data is fundamental in intelligent learning and plays a very important 

role we can improve the results of the proposed system by training new data from sources in various other 
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health centers. Based on this, it shows that the method and dataset used greatly affected the accuracy of the 

results. 

 

4. CONCLUSION 

Based on the test results, it can be concluded that the composition of the training data and test data and 

the number of neurons influence the classification or prediction results characterized by changes in accuracy, 

F-Measure, and ROC. Test using four split data scenarios shows different results. Moreover, the more neurons 

used, the better the ability to classifier is shown by the F-Measure value tends to increase along with the 

increase in neurons. The test results show that ELM can produce good accuracy and F-Measure and can 

outperform other algorithms, but the resulting ROC value is not so good, only in a few trials ROC with a good 

value. It is because unbalanced data causes the classification results to be biased toward the majority class. In 

addition, the ELM and SMOTE models can increase the ROC results, while the accuracy results in decrease 

because the data has been balanced with SMOTE so that the classification results are not biased towards certain 

classes.  

This study is limited to using ELM and SMOTE as methods to overcome unbalanced data. In addition, 

the dataset used focuses only on a single source retrospectively collected at the Wroclaw Center for Thoracic 

Surgery: postoperative survival data for lung cancer patients. It should be taken into account as the method and 

dataset used greatly affect the accuracy of the results. In future studies, optimization techniques such as Genetic 

Algorithms can be considered to determine the optimum values of the parameters and the number of hidden 

neurons. In addition, using Particle Swarm Optimization (PSO) can help to obtain the optimal number of hidden 

neurons and selection of input feature subsets to improve ELM performance [40]. 
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