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Review Comments 
Optimization of Breast Cancer Classification using Faster R-CNN 

Overall, this manuscript reads well and has the potential to provide us some useful implications for future 
direction. However, there are some important issues that the authors have to address in order to make this 
manuscript better. My major comments to this manuscript are as follows: 
1. “Modern lifestyle factors that are instantaneous and a lack of knowledge about healthy lifestyles make 

women vulnerable to breast cancer.” The importance to cure breast cancer should be emphasized in the 
introduction. 

2. “Previous studies have detected breast cancer using multiparametric magnetic resonance methods and 
histogram analysis.” The author lists a number of previous studies. However, he or she does not summarize 
the advantages or shortcomings or the space to improve. 

3. “This study proposes an approach using the Faster R-CNN deep learning model.” The research aim is very 
clear, but the research gap has not been clearly defined. Why does the author want to conduct this study? 
The research motivation is not sufficient. 

4. The findings or research results should be introduced briefly in the introduction part, so as to readers can 
get a whole view of this paper when they just finish reading the introduction. 

5. “This classification speeds up the detection and treatment of cancer by specialists” After this, it is suggested 
to add the whole structure or the paper’s layout at the end of the introduction. 

6. “This research uses the Faster-RCNN deep learning model. The application of the model is to detect, 
determine, and classify breast cancer image data.” Before part 2, it is suggested to supplement “related 
work” or “literature review” part so as to summarize the previous studies in detail and clarify the position 
of this study. 

7. Good research needs to explain what it means in practice, so the managerial implications should be stressed 
in this study. 

8. “The deep learning algorithm of the Faster R-CNN model has a Regional Proposal Network structure to 
generate target areas and make target positioning very precise.” The conclusion part should be enlarged. 
The contributions of this study should be strengthened in the conclusion. What are the differences between 
this study and previous studies? In what ways does this article enrich the study of this stream? 
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1 

“Modern lifestyle 
factors that are 
instantaneous and a 
lack of knowledge 
about healthy 
lifestyles make 
women vulnerable 
to breast cancer.” 
The importance to 
cure breast cancer 
should be 
emphasized in the 
introduction. 

no addition The importance of 
curing breast cancer should be 
emphasized in the introduction 

Handling and curing this 
disease is very important 
because it can provide 
opportunities and a higher 
quality of life, increase life 
expectancy; eliminate or 
inhibit the growth of cancer 
cells; and save women from 
breast cancer malignancy. 

Page 1 

2 

“Previous studies 
have detected breast 
cancer using 
ultiparametric 
magnetic resonance 
methods and 
histogram analysis.” 
The author lists a 
number of previous 
studies. However, 
he or she does not 
summarize the 
advantages or 
shortcomings 
or the space to 
improve. 
 
 

Previous studies have detected 
breast cancer using 
multiparametric magnetic 
resonance methods and 
histogram analysis [5]; feature 
Gray Level Co-occurrence 
Matrix (GLCM) [7]; machine 
learning-based comparative 
analysis [8]; analysis using LBP, 
HOG, and GLCM. Techniques 
[9]; Computer-Aided Diagnosis 
(CAD) system [10]. 

The following are some of the 
previous studies that carried out 
the detection of breast cancer. 
Xie et al. research the 
multiparametric magnetic 
resonance method and 
histogram analysis. This 
research aims to Identify breast 
cancer image biomarkers using 
multiparametric MR imaging 
maps and whole-tumor 
histogram analysis. His research 
method was retrospective 
involving 134 patients with 
invasive ductal carcinoma [8]. 
Punithavathi and Devakumari 
researched the extraction of 
cancer features through 
experiments with the Gray 
Level Co-occurrence Matrix 
(GLCM) feature and the process 
of feature extraction testing on 
the Mammographic Image 
Analysis Society (MIAS) 
dataset [9]. 

Page 1 

3 

“This study 
proposes an 
approach using the 
Faster R-CNN deep 
learning model.” 
The research aim is 
very clear, but the 
research gap has not 
been clearly 
defined. Why does 

No addition and affirmation of 
research motivation 

Based on this, this research 
encourages women to be more 
aware of the threat of breast 
cancer, so early detection of 
breast cancer is essential for 
proper treatment and a healthy 
lifestyle 

Page 1 



the author want to 
conduct this study? 
The research 
motivation is not 
sufficient. 

4 

The findings or 
research results 
should be 
introduced briefly in 
the introduction 
part, so as to readers 
can get a whole 
view of this paper 
when they just 
finish reading the 
introduction. 

This study proposes an approach 
using the Faster R-CNN deep 
learning model. This method 
studies image data in depth to 
recognize the unique 
characteristics of a particular 
object, thus requiring 
optimization steps to produce 
high accuracy 
values 

This study proposes an 
approach using image 
segmentation optimization and 
the Faster R-CNN deep 
learning model. This method 
studies image data in depth to 
recognize the unique 
characteristics of a particular 
object, thus requiring 
optimization steps to produce 
high accuracy values [5]. This 
research uses optimization with 
four scenarios of the image data 
segmentation process [6].  
The results of this study contain 
information on the Proposed 
approach with image 
segmentation optimization and 
the Faster R-CNN model deep 
learning method. The 
application of the proposed 
approach using a smartphone 
camera reached the highest 
accuracy of 90.43% in 
scenarios in recognizing image 
data on the MIAS breast cancer 
dataset in real-time.   

Page 1 

5 

“This classification 
speeds up the 
detection and 
treatment of cancer 
by specialists” After 
this, it is suggested 
to add the whole 
structure or the 
paper’s layout at the 
end of the 
introduction. 

This classification speeds up the 
detection and treatment of 
cancer by specialists 

This classification speeds up 
the detection and treatment of 
cancer by specialists. This 
paper contains information on 
the proposed approach to 
optimizing breast cancer 
detection and classification, 
including the introduction, 
literature review; results and 
discussions; and conclusions. 

Page 1 

6 

“This research uses 
the Faster-RCNN 
deep learning 
model. The 
application of the 
model is to detect, 
determine, and 
classify breast 
cancer image data.” 
Before part 2, it is 
suggested to 
supplement “related 
work” or “literature 
review” part so as to 
summarize the 
previous studies in 
detail and clarify the 
position of this 
study 

There is no literature review 
section yet 

there is already a literature 
review section 

Page 1 

7 

Good research 
needs to explain 
what it means in 
practice, so the 
managerial 
implications should 
be stressed in this 
study. 

So scenario2 is the best image 
segmentation in detecting and 
classifying images of breast 
cancer. 

The results of this study can 
help any woman in the early 
detection of breast cancer 
independently because the 
Faster R-CNN system only 
requires breast mammogram 
images and a smartphone 
camera. Women can find out 
the symptoms or progression of 
cancer on themselves before 
having an examination with a 
specialist. 

Page 6 

8 
The conclusion part 
should be enlarged. 

The deep learning algorithm of 
the Faster R-CNN model has a 

Based on the optimization 
results in this study, image 

Page 6 



The contributions of 
this study should be 
strengthened in the 
conclusion. What 
are the differences 
between this study 
and previous 
studies? In what 
ways does this 
article enrich the 
study of this 
stream? 

Regional Proposal Network 
structure to generate target areas 
and make target positioning very 
precise. Therefore, Faster R-
CNN is the leading research 
algorithm due to its efficacy in 
reliably detecting disease points. 
Optimization results in four 
scenarios, namely 63.47%, 
90.43%, 85.22%, and 76.52% of 
the MIAS breast cancer dataset. 
So scenario2 is the best image 
segmentation in detecting and 
classifying images of breast 
cancer. 

segmentation is very influential 
in increasing the accuracy of 
the Faster R-CNN deep 
learning model. Optimization 
results with four image 
segmentation scenarios, namely 
63.47%, 90.43%, 85.22%, and 
76.52% of the MIAS breast 
cancer dataset. In the second 
scenario, the detection and 
classification accuracy values 
are from 60.86% to 90.43%; 
This shows that the more color 
variations in the image, the 
more accurate it is. The faster 
R-CNN recognizes the target 
area and determines the 
position of the target to be very 
precise. The optimization and 
application of Faster R-CNN in 
this study is a perfect 
combination for detecting 
disease points reliably. The 
results of this study can help 
any woman in the early 
detection of breast cancer 
independently because the 
Faster R-CNN system only 
requires breast mammogram 
images and a smartphone 
camera. Women can find out 
the symptoms or progression of 
cancer on themselves before 
having an examination with a 
specialist. This research 
innovation supports the work of 
radiologists and specialists in 
detecting and classifying breast 
cancer.   
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 Breast cancer results from aberrant cell division in the breast and leads to the formation of 
tumors. The modern lifestyle, which is instant and rarely exercises, is the main driving force 
for this disease. Therefore, this study aims to diagnose by recognizing the specific 
characteristics of cancer in a benign or malignant class in the breast area. This study 
approach uses the deep learning technology model Faster R-CNN and dataset 
Mammographic Image Analysis Society (MIAS). This model requires unique image 
characteristics to recognize and produce a higher accuracy value. Furthermore, this study 
proposes optimizing an image segmentation approach using Matlab, ImageJ, and Python 
software to enrich cancer-specific images. This approach plays a vital role in increasing the 
accuracy of cancer detection. The results of this study before optimization have an accuracy 
rate of 63.47% using a smartphone camera; after optimization, the highest accuracy value 
becomes 90.43%, therefore 9.57% requires further examination by a specialist. Based on 
these results, these results help assist radiologists in making decisions about the results of 
the initial examination of breast mammogram data. 

 
Keywords: 
Faster R-CNN, Deep learning, MIAS, Data 
Augmentation, Image data, Breast cancer. 

 

 
1. INTRODUCTION 
 

Modern lifestyle factors that are instantaneous and a lack 
of knowledge about healthy lifestyles make women vulnerable 
to breast cancer. In general, breast cancer susceptibility in 
women based on the age of 40-49 years is 92 cases (27%); 
vulnerable age 50-59 years there are 80 cases (23.5%); aged 
30-39 years is 65 cases (19%); aged 60-69 years, there were 
51 cases (15%). The lowest percentage of breast cancer 
occurred at 10-19 years old, with 2 cases (0,5%) [1],[2]. 

Data from the World Health Organization (WHO) Global 
Burden of Cancer Study (Globocan) recorded that the total 
breast cancer cases in Indonesia in 2020 reached 396,914, and 
the total number of deaths was 234,511 [3]. The disease is the 
most common problem and threatens women worldwide. 
Breast cancer occurs due to aberrant cell division in the chest 
area and leads to the formation of breast cancer cells [4]. 
Generally, the disease starts from a suspicious lump or bulge 
until the next stage becomes a tumour. Handling and curing 
this disease is very important because it can provide 
opportunities and a higher quality of life, increase life 
expectancy; eliminate or inhibit the growth of cancer cells; and 
save women from breast cancer malignancy. 

Based on this, this research encourages women to be more 
aware of the threat of breast cancer, so early detection of breast 
cancer is essential for proper treatment and a healthy lifestyle. 
Therefore, this study aims to diagnose certain chest areas to 
detect and classify cancer into benign or malignant classes in 
women's breasts [4]. A detection system refers to suspicious 
lumps in the chest area, especially female breasts.  

  This study proposes an approach using image 
segmentation optimization and the Faster R-CNN deep 
learning model. This method studies image data in depth to 
recognize the unique characteristics of a particular object, thus 

(ref 5-13 blm dirujuk) requiring optimization steps to produce 
high accuracy values [14]. This research uses optimization 
with four scenarios of the image data segmentation process 
[15].  

The results of this study contain information on the 
Proposed approach with image segmentation optimization and 
the Faster R-CNN model deep learning method. The 
application of the proposed approach using a smartphone 
camera reached the highest accuracy of 90.43% in scenarios in 
recognizing image data on the MIAS breast cancer dataset in 
real-time. This classification speeds up the detection and 
treatment of cancer by specialists [16]. This paper contains 
information on the proposed approach to optimizing breast 
cancer detection and classification, including the introduction, 
literature review; results and discussions; and conclusions. 

 
2. LITERATURE REVIEW 
 

The following are some of the previous studies that carried 
out the detection of breast cancer. Xie et al. research the 
multiparametric magnetic resonance method and histogram 
analysis. This research aims to Identify breast cancer image 
biomarkers using multiparametric MR imaging maps and 
whole-tumor histogram analysis. His research method was 
retrospective involving 134 patients with invasive ductal 
carcinoma [5]. 

Punithavathi and Devakumari researched the extraction of 
cancer features through experiments with the Gray Level Co-
occurrence Matrix (GLCM) feature and the process of feature 
extraction testing on the Mammographic Image Analysis 
Society (MIAS) dataset [7]. Farhan and Kamil conducted a 
study using LBP, HOG, and GLCM feature extraction 
techniques to reduce false positives in breast diagnosis. Use of 
Mini-MIAS Database for this approach [9]. 
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Fadlil et al. using The Mammographic Image Analysis 
Society (MIAS) dataset with a computer-aided detection 
method, and the accuracy result is 93.60% [10]. Dawngliani et 
al. dataset sourced from Mizoram Cancer Institute from 2009-
2016. Data processing uses data mining, namely Random 
Forest with an accuracy rate of 97.13% [22]. Khan et al. 
research using The Wisconsin Breast Cancer Diagnostic 
(WBCD) dataset. In addition, data processing uses machine 
learning methods: logistic regression, decision tree, and others 
[8].  

The results of this study obtained a logistic regression 
accuracy value of 98.60% and a decision tree of 94.73%. 
Marsilin [21] researched breast cancer classification using the 
query image with the database images of breast cancer. The 
research method uses content-based image retrieval (CBIR) 
and KNN Classifier, so the results have an accuracy rate of 
85.00%. 

The fundamental difference from previous research is the 
implementation of cancer image detection in this study with a 
smartphone camera. Therefore, this study proposes an early 
detection approach by optimizing image data segmentation 
and recognizing specific characteristics of cancer [11],[12], 
[13]. This study's breast cancer image data came from MIAS 
and has been normalized. 

2.1 Deep Learning 

Deep learning is a machine learning subfield with a 
network structure like the human brain [11],[17]. The 
difference between deep learning and machine learning is in 
data management performance. Deep learning can manage an 
increasing amount of large data and solve a problem, while 
machine learning optimizes small amounts of data 
[6],[18],[19]. Furthermore, deep learning in this research can 
adapt to updating data and recognizing functional and 
structural characteristics of disease [14].   

 
2.2 Tensorflow Framework and Model Faster R-CNN 

 
Tensorflow is an open-source deep learning framework 

with libraries to perform high-performance computational 
calculations [11]. One part is the R-CNN model. The model is 
based on Convolutional Neural Network (CNN) [20], which 
acts as a backbone and produces an algorithm that can detect 
objects to perform classification quickly [21]. 

2.3 Dataset MIAS Breast Cancer 

This study uses a breast cancer dataset from MIAS 
(https://www.kaggle.com/code/lemonweed/cancer-classificati 
on/data) [10]. The MIAS dataset consists of 322 breast 
mammogram data with details of 123 abnormal and 199 
normal. Unfortunately, this dataset is private, so no detailed 
information is available, including age, never been pregnant, 
overweight, giving birth over the age of 30 years, menopause, 
menstruating age <12 years, or exposure to radiation from 
radiotherapy. However, this dataset provides information on 
the image categories of benign and malignant cancers. 

 
3. RESEARCH METHOD 
 

This research uses the Faster-RCNN deep learning model. 
The application of the model is to detect, determine, and 
classify breast cancer image data. The following is a 
discussion of supporting theories about deep learning, the 

Faster R-CNN model, the MIAS breast cancer dataset, and the 
proposed approach. 

The proposed approach in this study utilizes the 
TensorFlow framework to run the Faster R-CNN model. The 
proposed approach of the Faster R-CNN model is used for the 
early prediction of breast cancer through detecting and 
classifying cancer objects in the chest and breast muscle areas. 

This approach focuses on the detection algorithm so that it 
becomes a key indicator of recognizing cancer objects. In deep 
learning, Faster R-CNN is the main algorithm for detecting 
targets (breast cancer objects) because it can determine unique 
characteristics and produce high accuracy values. The 
following flowchart of the proposed approach model system is 
shown in Fig. 1. 

 
Figure 1. System model proposed approach using Faster R-

CNN 
 

Fig. 1 provides information on the working principle of the 
approach proposed in this study. The working principle 
consists of eight stages. The first stage of the online MIAS 
breast cancer dataset is determining and collecting breast 
cancer image data from online datasets. The second stage is 
preprocessing by optimizing the image data. The optimization 
uses a segmentation technique or algorithm according to the 
needs and functions. Optimization plays a role in increasing 
the value of object detection accuracy by manipulating the 
image. These manipulations include size, resolution, colour 
enhancement, and more. 

The third stage is data augmentation, which expands the 
data set to improve model performance by producing various 
forms of image variations. This stage can enrich the sample 
data and add references to the image data training process. The 
fourth stage is data annotation; this stage is the process of 
labelling each breast cancer image. This labelling is the key to 
determining the image's position and a class of disease object 
areas. In addition, it is possible to detect multiclass objects. 

The fifth stage is the system learns to recognize image data 
in depth to determine its unique characteristics. This 
introduction stage includes two essential processes: model 
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testing (fixed variable) and training data (independent 
variable). Model testing aims to identify breast cancer image 
data that have been optimized. Training data is the 
introduction of image objects with Faster R-CNN, which 
produces loss values. The loss value becomes an error 
parameter in data recognition—calculating loss value during 
training using Eq. (1). 
 

𝐿({𝑝𝑖}, {𝑡𝑖}) =
1

𝑁௖௟௦
෍ 𝐿௖௟௦(𝑝𝑖, 𝑝𝑖∗)

௜
+ 

 𝜆
1

𝑁௥௘௚
෍ 𝑝𝑖 ∗  𝐿௥௘௚(𝑡𝑖, 𝑡𝑖∗)

௜
 

(1) 

 
The following is detailed information on Eq. (1), where 𝑖 

is the anchor index, 𝑝𝑖 is the anchor prediction probability, and 
𝑝𝑖∗  is the fundamental truth label. 𝑡𝑖  acts as a vector 
representing the four-parameter coordinates of the prediction 
bounding box, and 𝑡𝑖∗ is the ground-truth box associated with 
the positive anchor. Representative classification and 
regression losses with symbols 𝐿௖௟௦  and 𝐿௥௘௚ . In addition, it 
serves as a balancing parameter. Each parameter is normalized 
with 𝑁௖௟௦  and 𝑁௥௘௚  weighted 𝜆. The second process, namely 
model testing, is the stage of calling the label map function and 
introducing image data based on labels. Finally, the label 
predicts disease so that the system will measure the 
recognition accuracy value based on the predicted 
classification results. 

The sixth stage is system testing in detecting, recognizing, 
and classifying breast cancer from image data with a 
smartphone camera. The seventh stage is evaluating system 
performance in detecting and classifying breast cancer. The 
evaluation involves the performance of the system algorithm, 
the value of Accuracy, Precision, Recall, Specificity, and F1 
Score in recognition of breast cancer. The following is the 
equation for each value using Eq. (2) to (6)[22]. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑃 + 𝐹𝑃
 (5) 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =
2 𝑥 (𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙 +  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (6) 

 
The measurement of each detection and classification value 

is based on Eqs (2) to (6) with a TP (True Positive) value 
which is the truth value of a prediction. The value of TN (True 
Negative) means the predicted value that is rejected in a 
positive state. The FP (False Positive) value is the 
identification of the wrong class value, and the FN (False 
Negative) value acts as the class value that is rejected in a 
negative state [11]. The final stage is delivering the 
optimization results of Faster R-CNN in detecting breast 
cancer. This study's proposed approach uses a Ryzen5 4000 
series hardware processor, 4 GB NVIDIA GeForce 
GTX1650Ti GPU, 16 GB RAM, and Windows 10 64-bit. 
 

4 RESULT AND DISCUSSION 
 

This section describes optimizing breast cancer detection 
and classification system with Faster R-CNN. The cancer 
classification system will determine whether it is benign or 
malignant. This study utilizes datasets as research subjects to 
evaluate the performance of the proposed approach, while 
breast cancer is the object of research.  

4.1 Online Dataset MIAS Breast Cancer 

This study uses the MIAS online dataset amount of 322 
image data. The data consists of two categories, namely 
Benign and Malignant breast X-rays. This study took 63 
Benign and 52 Malignant data, which served as the primary 
model—263 data for training and 115 for testing deep learning 
capabilities. 

4.2 Optimization Image 

This study's optimization section seeks to improve breast 
cancer image data  [23]. The data comes from the normalized 
MIAS dataset. The following is a list of optimization scenarios 
in this study, as shown in Table 1. 

 
Table 1. Image data optimization list 

 
Prop. Approach Optimization Software 

Scenario1 Threshold Mathlab 
Scenario2 16 Colors ImageJ 
Scenario3 5 Ramps ImageJ 
Scenario4 Matplotlib Python 

 
Table 1 provides information on this study's image data 

optimization list. The optimization serves to generate special 
features in an image. The following is an example of an image 
from the MIAS dataset before optimization, as shown in Fig. 
2. 

 

 
Figure 2. MIAS image data 

Fig. 2 shows an image of breast cancer originating from 
MIAS and has been normalized. Next is the optimization 
process with four segmentation scenarios. The results of each 
scenario produce different images, as shown in Fig. 3. 

 



 

 
 

Figure 3. Four image segmentation scenarios 
 

Fig. 3 provides an overview of the results of the image 
optimization process on the MIAS dataset. The optimization 
consists of four scenarios: the first threshold, the second 16 
Colors, the third 5 Ramps, and the fourth matplotlib. Next, 
perform data augmentation of image data from each scenario. 

4.3 Data Augmentation 

At this stage, multiply the training data from 115 to 263 
image data. Multiplying the data is to provide a more 
comprehensive reference for training data. The following is 
the application of augmentation data in this study, as shown in 
Fig. 4. 

 

 
Figure 4. Data augmentation 

 
Fig. 4 shows the application of the augmentation process, 
resulting in a large variety of image data. The augmentation 
process in this study was done by segmenting, printing and 
taking breast X-rays through a smartphone camera. The image 
capture process tests the system's success in detecting and 
classifying into Benign and Malignant classes. 

4.4 Data Annotation 

At this stage, perform annotation, namely labelling the 
image data with python tools, namely labelImg.py; labelling 
process based on information from the MIAS breast cancer 
dataset. The label serves as a learning target for the system in 
recognizing special features in image data. The following is 
the labelling process in this study, as shown in Fig. 5. 

 

  
(a) Benign image (b) Malignant image 

Figure 5. Process data augmentation  
 

Fig. 5 presents assigning a label to each breast cancer image—
the label functions for cancer attractions in the breast area. For 
example, point a is the image of Benign class cancer, and point 
b is the image of Malignant class cancer. 

4.5 Testing Model and Training Data 

The system performs model testing and training data to 
identify breast cancer images at this stage. In addition, this 
stage reduces the value of loss or error when the system detects 
breast cancer images. The process of testing the model and 
training data for the Faster R-CNN model is shown in Fig. 6. 
Fig. 6 provides an overview of image processing by R-CNN 
in recognizing special features in the image. The total time of 
R-CNN in training and testing is 12 hours, with each scenario 
running for four hours. 

4.6 Disease Detection and Classification 

This stage describes system testing results from CNN and 
Faster R-CNN models for detecting image data classification. 
The process of testing the proposed approach system in this 
study through a smartphone camera in real-time. System 
testing at this stage uses the results of training data scenario1. 
The following are the results of the detection and system 
classification of breast cancer images, as shown in Fig. 7. 

 

 
Figure 7. The process of detecting and classicizing breast 

cancer images 
 

Fig. 7 provides information on the accuracy of the 
proposed approach system. This system's accuracy level is 
based on model testing and training data results, resulting in 
an accuracy of 99% in Fig. 7. In addition, the system has 
successfully detected and classified breast cancer into benign 
and malignant classes. 



 

4.7 Performance Evaluation 

This stage describes the results of the evaluation and 
analysis of the performance of the proposed approach system. 
The following is a graph of the classification performance of 
each scenario during the research, as shown in Fig. 8. 

 

 
(a) Scenario1 

 
(b) Scenario2 

 
(c) Scenario3 

 
(d) Scenario4 

Figure 8. Classification loss performance results 
 

Fig. 8 provides information on each scenario's performance in 
this study's proposed approach system. The x-axis in Fig. 8 
shows the loss value and the y-axis is the number of steps 
during the training process. Scenario1 obtains an average loss 
classification value in the range of 0.02-0.01; scenario2 in loss 
value >0.05; scenario3 at value >0.02; and scenario4 with a 
loss value of >0.05 during the training process image data. The 
following is a graph of the total loss for each scenario, as 
shown in Fig. 9. 
 

 
(a) Scenario1 

 
(b) Scenario2 

 
(c) Scenario3 

 
(d) Scenario4 

Figure 9. Total loss performance results 
 

Fig. 9 shows a graph of the total loss of the Faster R-CNN 
model for each scenario. The x-axis in Fig. 9 shows the loss 
value and the y-axis is the number of steps during the training 
process. The average value of loss for each scenario is about > 
0.05, > 0.1, > 0.05, and > 0.1 during the image data training 
process. Performance evaluation measurements in this study 
include the Accuracy value for the ratio of Correct predictions 
(positive and negative) to the overall data; Precision value 
plays a role in knowing the ratio of correct positive predictions 
compared to the overall positive predicted results; the value of 
Recall (Sensitivity) is the ratio of true positive predictions 
compared to the overall data that is true positive; 

Specificity value is the truth of predicting negative 
compared to the overall harmful data, and the F1 Score is a 
weighted comparison of the average precision and recall. This 
research focuses on the value of accuracy. The following is the 
mathematical calculation of the Accuracy, Precision, Recall, 
Specificity, and F1 Score levels for each scenario in this study 
using Eq. (2) to (6), as shown in Table 2. 



 

Table 2 provides information on the performance of the 
Faster R-CNN model algorithm for each image scenario. In 
addition, the table provides information on the Accuracy 
values before and after optimization. Before the optimization 
process, the accuracy value is 60.86%, and after going through 
the optimization process with four scenarios, it becomes 
63.47%, 90.43%, 85.22%, and 76.52%. Based on the 
calculation of the Accuracy value results, scenarios have a 
higher level of accuracy in detecting and classifying breast 
cancer. 

4.8 Report 

This section presents each breast cancer image scenario 
before and after optimization efforts. The visualization of 
image data on the Faster R-CNN system is as shown in Fig. 10 
which provide an image data distribution overview, including 
benign and malignant classes. In addition, the image shows 
how the system determines special features in breast cancer 
images based on benign or malignant cancer image classes. 

 
 
 

 
 

 
Figure 6. Data training process  

 

     
(a) Original MIAS (b) Scenario1 (c) Scenario2 (d) Scenario3 (e) Scenario4 

Figure 10. Visualization of image data on the Faster R-CNN model system 
 

Table 2. Performance of the Faster R-CNN model algorithm for each scenario 
 

Models TP FP TN FN Accuracy Precision Recall Specificity F1 Scr. Information 
Org. MIAS 36 13 34 29 60.86% 73.46% 55.38% 72.34% 63.15% Before Opt. 
Scenario1 37 15 36 27 63.47% 71.15% 57.81% 70.59% 63.79% Prop. Approach 
Scenario2 55 8 49 3 90.43% 87.30% 94.83% 85.96% 91.01% Prop. Approach 
Scenario3 53 10 45 7 85.22% 84.13% 88.33% 81.82% 86.18% Prop. Approach 
Scenario4 45 18 43 9 76.52% 71.43% 83.33% 70.50% 76.92% Prop. Approach 

 

5 CONCLUSION 

Based on the optimization results in this study, image 
segmentation is very influential in increasing the accuracy of 
the Faster R-CNN deep learning model. Optimization results 
with four image segmentation scenarios, namely 63.47%, 
90.43%, 85.22%, and 76.52% of the MIAS breast cancer 
dataset. In the second scenario, the detection and classification 
accuracy values are from 60.86% to 90.43%; This shows that 
the more color variations in the image, the more accurate it is. 
The faster R-CNN recognizes the target area and determines 
the position of the target to be very precise. The optimization 
and application of Faster R-CNN in this study is a perfect 
combination for detecting disease points reliably. The results 
of this study can help any woman in the early detection of 
breast cancer independently because the Faster R-CNN system 
only requires breast mammogram images and a smartphone 
camera. Women can find out the symptoms or progression of 
cancer on themselves before having an examination with a 
specialist. This research innovation supports the work of 

radiologists and specialists in detecting and classifying breast 
cancer. 
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