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 Gender classification by computer is essential for applications in many 

domains, such as human-computer interaction or biometric system 

applications. Generally, gender classification by computer can be done by 

using a face photo, fingerprint, or voice. However, researchers have 

demonstrated the potential of the electrocardiogram (ECG) as a biometric 

recognition and gender classification. In facilitating the process of gender 

classification based on ECG signals, a method is needed, namely Long Short-

Term Memory (LSTM) and Bidirectional Long Short-Term Memory (Bi-

LSTM). Researchers use these two methods because of the ability of these 

two methods to deal with sequential problems such as ECG signals. The 

inputs used in both methods generally use one-dimensional data with a 

generally large number of signal features. The dataset used in this study has 

a total of 10,000 features. This research was conducted on changing the input 

shape to determine its effect on classification performance in the LSTM and 

Bi-LSTM methods. Each method will be tested with input with 11 different 

shapes. The best accuracy results obtained are 79.03% with an input shape 

size of 100×100 in the LSTM method. Moreover, the best accuracy in the Bi-

LSTM method with input shapes of 250×40 is 74.19%. The main contribution 

of this study is to share the impact of various input shape sizes to enhance the 

performance of gender classification based on ECG signals using LSTM and 

Bi-LSTM methods. Additionally, this study contributes for selecting an 

appropriate method between LSTM and Bi-LSTM on ECG signals for gender 

classification. 
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1. INTRODUCTION  

Gender is identified as one of the fundamental attributes in helping humans. This attribute is used in 

various fields of facial recognition, soft biometrics, and Human and Computer Interaction (HCI), such as 

security systems, video surveillance systems, online purchasing systems, justice systems, transportation, drugs, 

and collection of demographic information [1]-[2]. In other respects, gender is an essential part of the forensic 

field. Gender grouping aims to assist victims of any criminal or civil cases, as well as solution through the 

assistance of missing persons [3]. Gender classification is a way to classify individuals referring to the process 

of assigning male and female labels to biometric samples [4], [5]. Gender grouping can be done using facial 

assistance, using assistance from a person's way of walking, carried out using dental X-rays, using text data 

assistance, and can be carried out using electrocardiogram signals [1]-[10]. 

Generally, gender classification by computer can be done by using a face photo, fingerprint, or voice. 

However, researchers have demonstrated the potential of the electrocardiogram (ECG) as a biometric 
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recognition and gender classification. The ECG is a diagnostic tool that displays the best representation of the 

electrophysiological pattern of depolarization and repolarization of the heart muscle in each heartbeat and has 

been widely used in the prognosis and diagnosis of various diseases and disorders [11]-[12]. The ECG is a 

graph of voltage versus time of the heart's electrical activity recorded by electrodes and placed on the skin [13]. 

The electrocardiogram (ECG) signal reflects changes in heart potential that is unique and easy to measure so 

that it can be used as a specific measurement tool for human identification [14]-[17]. The ECG signal depicts 

a graph of cardiac activity and is believed to have morphological or structural differences in each individual 

and is stable for long periods. ECG is a recording of heartbeats which is one of the most critical tools in 

diagnosing heart disease [18]. However, ECG signals are also unique between individuals because the signals 

generated are related to the shape or condition of the human heart, age, and gender [19], [20], [21]. 

In facilitating the process of gender classification based on ECG signals, a machine-learning technique is 

needed. Machine learning can be defined as the process of extracting hidden data from large data sets. Machine 

learning methods are widely used in various fields [22]. By using machine learning methods, predicting, 

classifying, filtering, and grouping data can be carried out [23]. Machine learning methods that can be used in 

classification are Long Short-Term Memory (LSTM) and Bidirectional Long Short-Term Memory (Bi-LSTM) 

[24]-[25]. LSTM is an evolution of the RNN architecture with the addition of memory cells which are used to 

store information for a long time, as well as to overcome the vanishing gradient problem found in [26], [27]. 

LSTM shows great efficiency in data classification in many applications [28]. While Bi-LSTM is a method 

that has a forward layer and a backyard layer, with this layer Bi-LSTM can store past and future information 

effectively and has a greater effect on classification accuracy [29], [30]. 

Previous related research discussed the classification of heartbeats using electrocardiogram signals with 

the one-layer LSTM model Kim [31]. The results showed that the accuracy obtained was 95% with an epoch 

of 200. Subsequent related research discusses the classification of answers using the Bi-LSTM with three 

questions: greetings, daily conversations, and meetings. The results of this study indicate that the Bi-LSTM 

accuracy value is 0.909 with a validation loss value of 0.316 [32]. This research shows that Bi-LSTM can be 

used as an alternative method in classifying. 

In previous studies using the LSTM and Bi-LSTM methods which have been carried out using one-

dimensional data with a large number of features. In general, the performance of humans in thinking, working 

machines, or machine learning algorithms in processing data is strongly influenced by the form of the input 

data. Based on this, we hypothesize that changing the form of data input on LSTM and Bi-LSTM can also 

impact gender classification performance on ECG signal data. This research proposes a way to change the 

shape of the input data simply by folding it in half continuously so that two-dimensional data with various sizes 

are formed. This study focuses on calculating classification performance in the LSTM and Bi-LSTM methods 

which are inputted with data of various shapes. Classification performance results will be analyzed to determine 

the effect of input data shape on gender classification performance based on ECG signal data. 

The main contribution of this research is to find the impact of various input shape sizes to enhance the 

performance of gender classification based on ECG signals using LSTM and Bi-LSTM methods. In this study, 

we find that specific input data shapes can improve the performance of the classification method. This study 

contributes to selecting an appropriate method between LSTM and Bi-LSTM on ECG signals for gender 

classification. 

 

2. METHODS  

2.1. Dataset 

The methods used in this research are data collection, normalization, data split, model building, 

classification using LSTM and BiLSTM, results, and evaluation. The detailed research flowchart can be found 

in Fig. 1.  

In this study, the dataset used was electrocardiogram (ECG) signal data from the website 

https://physionet.org/content/ecgiddb/1.0.0/. Each sample consists of three files, namely the binary files named 

MIT Signal files (.dat) consisting of digitized signal samples., and the contents of the associated signal files 

are described by MIT Header files (.hea), which are concise text files, and the annotation file for that record 

(.atr). Two signal datasets are obtained by reading the three files, namely raw and filtered signals. After 

extracting all the files, two datasets are obtained with details that can be seen in Table 1. Raw ECG data can 

be seen in Table 2, and filtered ECG data can be seen in Table 3. 
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Fig. 1. Research flowchart. 

 

Table 1. Datasets 
Dataset # Sample # Feature Target Label 

Raw Signal 
154 10.000 male 

156 10.000 female 

Filtered Signal 
154 10.000 male 

156 10.000 female 

 

Table 2. Raw ECG Data  
X0 X1 X2 X3 … X9997 X9998 X9999 Target Label 

-0.085 -0.080 -0.070 -0.075 … -0.065 -0.080 -0.08 male 

0.105 0.135 0.115 0.065 … -0.175 -0.165 -0.05 male 

0.125 0.06 0.07 0.085 … -0.025 0 0.05 male 

0.045 0.105 0.08 0.155 … 0.04 0.02 -0.04 male 

-0.185 -0.24 -0.195 -0.2 … -0.04 -0.07 -0.06 male 

… … … … … … … … … 

-0.82 -0.335 -0.18 -0.145 … 0.06 -0.395 -0.785 male 

-0.46 -0.25 -0.145 -0.04 … 0.6 -0.01 -0.615 female 

0.945 0.44 -0.26 -0.92 … -0.105 0.005 -0.03 female 

-0.04 -0.145 0.1 0.195 … 0.32 0.22 0.27 female 

-0.08 -0.16 -0.04 -0.08 … 0.18 0.245 0.165 female 

 

Table 3. Filtered ECG Data 
X0 X1 X2 X3 … X9997 X9998 X9999 Target Label 

-0.115 -0.115 -0.12 -0.12 … -0.035 -0.035 -0.035 male 

0.105 0.06 0.02 -0.02 … -0.015 -0.02 -0.03 male 

-0.035 -0.045 -0.045 -0.045 … 0.01 -0.005 -0.01 male 

-0.22 -0.17 -0.135 -0.105 … -0.065 -0.07 -0.075 male 

-0.085 -0.07 -0.05 -0.035 … 0.02 0.02 0.025 male 

… … … … … … … … … 

-0.69 -0.335 -0.09 0.115 … -0.035 -0.17 -0.355 male 

-0.245 0 0.13 0.22 … -0.07 -0.17 -0.345 female 

0.88 0.335 -0.01 -0.285 … -0.035 -0.015 0.02 female 

-0.12 -0.09 -0.065 -0.04 … 0.19 0.195 0.195 female 

0.005 0.015 0.01 0.01 … 0.065 0.08 0.09 female 

 

2.2. Normalization 

At this stage, data preprocessing is carried out. Preprocessing is a method for obtaining complete, 

consistent, and interpretable data. Preprocessing affects the level of accuracy produced in the classification 
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process. Preprocessing is done through normalization [33], [34]. Normalization is the process by which the 

data attributes that are in the model are categorized to increase the association of entity types and help reduce 

the possibility of inconsistent data. The normalization used uses the Standard Scaler which is a normalization 

based on the average value and standard deviation of the data [35]. The data contained in Table 2 and Table 3 

were normalized using the Standard Scaler, with the results shown in Table 4 and Table 5. 

 

Table 4. Raw Data Normalization Results 
X0 X1 X2 X3 … X9997 X9998 X9999 Target Label 

-0.076 -0.078 -0.058 -0.069 … 0.048 0.046 0.046 male 

0.415 0.489 0.424 0.293 … 0.035 0.036 0.049 male 

0.467 0.291 0.307 0.345 … 0.052 0.055 0.061 male 

0.265 0.410 0.333 0.527 … 0.060 0.057 0.050 male 

-0.335 -0.500 -0.384 -0.393 … 0.051 0.047 0.048 male 

… … … … … … … … … 

-1.979 -0.751 -0.345 -0.250 … 0.062 0.010 -0.034 male 

-1.047 -0.527 -0.254 0.021 … 0.124 0.054 -0.014 female 

2.591 1.294 -0.554 -2.261 … 0.043 0.055 0.051 female 

0.040 -0.249 0.385 0.631 … 0.092 0.080 0.086 female 

-0.063 -0.289 0.020 -0.082 … 0.076 0.083 0.074 female 

 

Table 5. Filtered Data Normalization Results 
X0 X1 X2 X3 … X9997 X9998 X9999 Target Label 

-0.772 -1.334 -1.900 -1.798 … -0.039 -0.037 -0.038 male 

1.104 1.154 0.718 -0.068 … -0.006 -0.013 -0.030 male 

-0.090 -0.338 -0.497 -0.500 … 0.034 0.010 0.002 male 

-1.668 -2.116 -2.181 -1.538 … -0.088 -0.095 -0.105 male 

-0.516 -0.694 -0.591 -0.327 … 0.051 0.051 0.060 male 

… … … … … … … … … 

-5.678 -4.462 -1.339 2.267 … -0.039 -0.258 -0.567 male 

-1.882 0.301 2.775 4.083 … -0.096 -0.258 -0.551 female 

7.716 5.065 0.156 -4.652 … -0.039 -0.005 0.052 female 

-0.815 -0.978 -0.871 -0.414 … 0.330 0.337 0.341 female 

0.251 0.514 0.531 0.450 … 0.124 0.149 0.167 female 

 

2.3. Data Input Processing 

In this stage, two processes are carried out. The first process is "original data input", this process does not 

perform any processing and only forwards the data obtained in the previous step. The second process is the 

process we propose. In this process, the shape of the input data is changed by folding it. For example, the 

original data has 10,000 features. After folding, it will be 5000×2, the data will be processed in the next stage. 

Then the original data will be folded back into 2500×4 and resumed for processing at a later stage. In this 

process, input data will be obtained with ten shapes, as shown Table 6. 

 

Table 6. Data input processing results. 

Dataset code Dimension Description 

data_1 10.000 × 1 Original data input shape 

data_2 5000 × 2 

Proposed data input shape 

data_4 2500 × 4 

data_5 2000 × 5 

data_8 1250 × 8 

data_10 1000 × 10 

data_20 500 × 20 

data_25 400 × 25 

data_40 250 × 40 

data_50 200 × 50 

data_100 100 × 100 
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2.4. Hold Out 

After data input processing, the next step is dividing the dataset into test and training data. The dataset is 

divided into 80% train data and 20% test data. The method of dividing the data in this study is known as hold 

out [36]. 

 

2.5. Learning 

At this stage, the learning process is carried out on LSTM and Bi-LSTM using training data, and gender 

classification is carried out for each model. Based on the dataset that has been obtained in Table 6,  22 models 

for LSTM will be produced using raw and filtered signals. In the research using the Bi-LSTM method, 22 

models were produced from raw and filtered signals. So that produced 44 models. 

The LSTM layer is a type of RNN which has long dependency learning capability and is based on utilizing 

feedback connections. The LSTM layer is a combination of memory cells and gates, namely input, output, 

forget and candidate gates. The input and output gates have the sigmoid activation function, and the candidate 

gates have the Tanh function. LSTM has two outputs:ory cell and hidden states [37], [28]. LSTM architecture 

can be seen in Fig. 2.  

 

 
Fig. 2. LSTM Architecture. 

 

Bidirectional LSTM has a forward layer and a backward LSTM layer. Bi-LSTM effectively considers 

previous and future information to deal with contextual information [29]. The basis of the stacked Bi-LSTM is 

the time sequence T, the input sequence {𝑥1, 𝑥2, … , 𝑥𝑇} enters the hidden layer in the forward direction 

{𝑎1, 𝑎2, … , 𝑥𝑇} to get complete information of all previous time steps and the hidden layer in the reverse 

direction {𝑐1, 𝑐2, … , 𝑐𝑇} to get complete information of all future time steps. After that the upper hidden layer 

takes the output of the lower hidden layers at each time step as input to extract further features. In particular, 

the upper layers of the forward hidden layer are {𝑏1, 𝑏2, … , 𝑏𝑇} and the upper layers of the forward hidden 

layers are {𝑑1, 𝑑2, … , 𝑑𝑇}. Finally, the output layer integrates the two upper layers hidden vectors together as 

the output [38]. Bi-LSTM architecture can be seen in Fig. 3. 

 

 
Fig. 3. Bi-LSTM Architecture. 
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2.6. Testing and Validation 

At this stage, 44 classification models generated from the learning process will predict the target label 

from the testing data. The classification results from the performance of the LSTM and Bi-LSTM models are 

obtained in the form of gender classification. 

 

2.7. Performance Report 

The performance report stage is an evaluation stage that is carried out after the classification process and 

is carried out using a confusion matrix. The Confusion Matrix contains information about the actual 

classifications and predictions made by the classification system. The confusion matrix will compare the 

classification results performed by the system with the actual classification [39]. The confusion matrix is 

represented by a table which states the amount of testing data that is classified correctly and the amount of 

testing data that is classified incorrectly [40]. The table of the confusion matrix can be seen in Table 7. 

 

Table 7. Confusion Matrix 

Classification Observed Class 

Predicted 

Class 

 Class = Yes Class = No 

Class = Yes True positive (TP) False positive (FP) 

Class = No False negative (FN) True negative (TN) 

 

The confusion matrix generated from each model will be used to calculate accuracy. Accuracy was chosen 

to calculate model performance because this research is a classification case with balanced data so that the 

accuracy is sufficient to provide information about the performance of the classification model. 

 

3. RESULTS AND DISCUSSION  

3.1   Results 

The implementation of LSTM and Bi-LSTM in this study uses the Python programming language with 

the Keras library. The high-level API of the TensorFlow platform is called Keras. It offers a user-friendly, 

highly effective interface for resolving machine learning (ML) issues, with a particular emphasis on 

contemporary deep learning. The entire machine learning pipeline, from data processing to hyperparameter 

tuning to deployment, is covered by Keras. It was created to facilitate fast experimentation. 

 

A.    LSTM 

The LSTM architecture used in this study can be seen in Fig. 4. The explanation of the architecture can 

be seen in Table 8.  

 

 
Fig. 4. LSTM Architecture. 
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Table 8. LSTM Architecture’s layers, shapes, and params. 

Layer (type) Output Shape Param # 

lstm_20 (LSTM) (None, 100, 128) 117248     

dropout_20 (Dropout) (None, 100, 128) 0 

lstm_21 (LSTM) (None, 128) 131584     

dense_20 (Dense) (None, 64) 8256       

dropout_21 (Dropout) (None, 64)   0 

dense_21 (Dense) (None, 2) 130        

Total params: 257,218 

Trainable params: 257,218 

Non-trainable params: 0 

 

The LSTM architecture in Fig. 4 is one example of the classification model used in this study. The number 

of layers, layer types, and parameters used are the same. The difference is only in the input layer because it 

adjusts the input dimensions, as seen in Table 6. 

The results of implementing the LSTM method for processing raw signal datasets can be seen in Fig. 5, 

which shows the highest accuracy obtained by using the code data_50 dataset, which uses input data with 

dimensions of 200×50. The performance model using the code data_50 dataset is 57.28%. 

 

 
Fig. 5. LSTM performance on raw signal dataset. 

 

The results of implementing the LSTM method for processing filtered signal datasets can be seen in Fig. 

6, which shows the highest accuracy is obtained using the code data_50 dataset with dimensions of 200×50. 

The performance model using the code data_50 dataset is 79.17%. 

 

 
Fig. 6. LSTM performance on a filtered signal dataset. 
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B.   Bi-LSTM 

The Bi-LSTM architecture used in this study can be seen in Fig. 7. The explanation of the architecture 

can be seen in Table 9. 

 

 
Fig. 7. Bi-LSTM Architecture. 

 

Table 9. Bi-LSTM Architecture’s layers, shapes, and params. 

Layer (type) Output Shape Param # 

bidirectional_22 (Bidirectional) (None, 100, 64) 34048      

dropout_22 (Dropout) (None, 100, 64) 0 

bidirectional_23 (Bidirectional) (None, 64) 24832      

dense_22 (Dense) (None, 64) 4160       

dropout_23 (Dropout) (None, 64)   0 

dense_23 (Dense) (None, 2) 130        

Total params: 63,170 

Trainable params: 63,170 

Non-trainable params: 0 

 

The results of implementing the Bi-LSTM method for processing raw signal datasets can be seen in Fig. 

8, which shows that the highest accuracy is obtained using the code data_100 dataset, which uses input data 

with dimensions of 200×50. The performance model using the code data_50 dataset is 0.66129 or 79.0323%. 

 

 
Fig. 8. Bi-LSTM performance on the raw signal dataset. 
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The results of implementing the LSTM method for processing filtered signal datasets can be seen in Fig. 

9,  which shows the highest accuracy is obtained using the code data_40 dataset with dimensions of 250×40. 

The performance model using the code data_40 dataset is 74.19%. 

 

 
Fig. 9. Bi-LSTM performance on filtered signal dataset. 

 

3.2    Discussion 

From the results above, the best results can be compared based on the method, signal type, and shape data 

used. The comparison results can be seen in Fig. 10. Based on this comparison, the best model performance is 

obtained using the LSTM method on a filtered signal dataset with shape data_100 with dimensions of 100×100. 

These results show that the classification performance of models built using the LSTM method produces lower 

performance than Bi-LSTM when processing Raw signal datasets. However, the performance of the LSTM 

model is capable of producing higher performance when processing filtered signal datasets. 

 

 
Fig. 10. Comparison of the model’s best performance. 

 

This study focuses on the influence of the input shape dimensions on improving the performance of the 

LSTM and Bi-LSTM classifications. The results of this study indicate that the dimensions of the input shape 

formed by more and more folds relatively improve the classification performance. Evidence of this statement 

can be seen in Fig. 11. 

In Fig. 11 shows there are several input data with certain shapes that are less processed compared to the 

previous shape, but the trendline on the graph shows the trend of increasing classification performance. This 

shows that the classification algorithm can work well if given input data with more folds. 
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(a) LSTM with the raw signal 

 

(b) LSTM with the filtered signal 

  

 

(c) Bi-LSTM with the raw signal 

 

(d) Bi-LSTM with the filtered signal 

Fig. 11. Effect data input shape in classification performance. 

 

The results of this study also show that changing the shape of the input data by folding can improve 

classification performance when compared to using the original shape. Fig. 12 shows the comparison between 

the previous and our proposed methods. The previous method is research conducted using the LSTM and Bi-

LSTM methods, which use input data with the original shape. Input data with original shape is ECG signal data 

with one dimension.  

 

 
Fig. 12. Comparison of previous and out propose method. 

 

4. CONCLUSION 

This study applies the Long Short-Term Memory and Bidirectional Long-Term Memory methods to 

classify gender using electrocardiogram (ECG) signals. The data used is in the form of filtered ECG data and 

raw EKG data. In the implementation using LSTM and Bi-LSTM, 11 effective input shapes are used to increase 

accuracy. The LSTM shows the highest accuracy results on filtered data with input shapes 100 x100, equal to 

79.03%. Whereas the Bi-LSTM shows the highest accuracy results on filtered data with input shapes 250 x 40 

which is equal to 74.19%. Therefore, based on research results, LSTM is the best method for classifying gender 

based on ECG signals because it has the highest accuracy. In future research, classification can be carried out 

using other methods to get better accuracy results.  

However, it is crucial to acknowledge the limitations of this research. One limitation is the potential lack 

of generalizability of the specific set of input shapes to diverse datasets and populations. Additionally, the study 

solely focuses on gender classification using ECG signals, disregarding other influencing factors. To address 
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these limitations, future research can explore alternative input shapes and architectures, incorporate larger and 

more diverse datasets, and develop new architectures by modifying the LSTM and Bi-LSTM architectures 

used. In addition, further research will be carried out by utilizing the transformation of the ECG signal. These 

efforts will help to improve the accuracy and robustness of gender classification models based on ECG signals. 
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