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 Peer-to-peer (P2P) lending is one of the innovations in the field of fintech that 

offers microloan services through online channels without intermediaries. 

P2P lending facilitates the lending and borrowing process between borrowers 

and lenders, but on the other hand, there is a threat that can harm lenders, 

namely default.  Defaults on P2P lending platforms result in significant losses 

for lenders and pose a threat to the overall efficiency of the peer-to-peer 

lending system. So, it is essential to have an understanding of such risk 

management methods. However, designing feature extractors with very 

complicated information about borrowers and loan products takes a lot of 

work. In this study, we present a deep convolutional neural network (CNN) 

architecture for predicting default in P2P lending, with the goal of extracting 

features automatically and improving performance. CNN is a deep learning 

technique for classifying complex information that automatically extracts 

discriminative features from input data using convolutional operations. The 

dataset used is the Lending Club dataset from P2P lending platforms in 

America containing 9,578 data. The results of the model performance 

evaluation got an accuracy of 85.43%. This study shows reasonably decent 

results in predicting p2p lending based on CNN. This research is expected to 

contribute to the development of new methods of deep learning that are more 

complex and effective in predicting risks on P2P lending platforms. 
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1. INTRODUCTION 

The most important and rapidly growing innovation in the financial industry today is Financial 

Technology (Fintech). Fintech refers to industries that use technology to facilitate financial activities, including 

electronic payments, online loans, digital investments, and other financial services [1]. Fintech has changed 

how people access and use financial services, and continues to grow rapidly around the world [2]–[4].  Peer-

to-peer (P2P) lending is one of the fintech-based innovations. P2P offers micro-lending services through online 

channels without intermediaries [5]. P2P lending is growing very rapidly, especially in China. In 2016, more 

than 13 million people invested in P2P lending platforms, up 134% from 2015, China's largest P2P lending 

community [6]. 

This lending system gives lenders greater flexibility to select a suitable risk portfolio [7]. However, on 

P2P lending platforms there are several risks that must be considered, one of which is the risk of default. 

Default risk can be caused by several things such as high-interest rates, high credit risk, and lack of supervision 

and regulation [8], [9]. Defaults often result in significant losses for lenders and pose a threat to the overall 

efficiency of the P2P lending system.  Therefore, it is important to understand default risk P2P lending 

platforms to be able to find methods that can manage these risks and reduce losses significantly.  
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Many financial sector risk management efforts have been  carried out [10], [11]. One of the efforts to 

manage risk in the field of P2P lending is to predict the risk of default. Predicting the risk of default on P2P 

loans can be done in various ways, one of which is with deep learning techniques. A deep learning technique 

for default risk prediction that is currently very popular is to use classification methods. The classification 

method will classify loans into default and non-default categories.   

Many studies have been conducted to create default risk prediction models using deep learning over the 

past few years [12]–[16]. Some of these studies such as, Kim and Cho (2019) [17] which use Convolutional 

Neural Network (CNN) to predict P2P social loan payments to extract features automatically and improve 

performance. In the research conducted by Kim, CNN obtained the best model with an accuracy of 77.78% 

using the Lending Club dataset. Then, Kim and Cho (2022) [18] classify an ensemble consisting of diverse 

convolutional neural networks (CNNs) from GoogLeNet, ResNet, and DenseNet for payment prediction in 

social loans with labels from unexpired data with appropriate labels into training sets can improve prediction 

model performance. This study obtained the highest accuracy of 82.8%. 

Research conducted by Zhang et al. (2020) [19] created a  credit scoring model using the online integrated 

credit scoring model (OICSM). This study compares the proposed method, namely OICSM with GDBT, 

Wide&Deep, DeepFM, GDBT2NN and OICSM-off methods. Based on the comparison of the results of model 

performance accuracy, OICSM obtained as the best model with 74.67%.  

This study proposes a default risk prediction model using the Convolutional Neural Network (CNN) 

algorithm. CNNs can process large data quickly and efficiently [20], [21]. This is because CNNs can 

automatically extract important features from visual data without the need to perform manual feature 

extraction. In addition, CNNs can process data in parallel by using GPUs (Graphics Processing Units), which 

speeds up training and inference time. CNN effectively recognizes local patterns in data sequences [22]–[28] 

by using convolution operations on 1-dimensional data, CNNs can extract important features such as temporal 

patterns, word order, or other sequence patterns. This allows the model to focus on important information in 

sequence data and ignore irrelevant context. CNNs also have invariances to positions in the data sequence 

[29]–[34].This means the CNN model can recognize the same pattern at different positions in the data sequence. 

In this study, the data used in this study is Lending Club data from P2P platforms in America. The data 

went through a preprocessing process with missing value handling. After that, it is divided into 2 parts: data 

training for the CNN model training process and data testing for model testing. The architecture is built using 

a 1D convolutional layer and a max-pooling layer. In addition, a dropout layer is applied to prevent overfitting. 

This study is using the Stochastic Gradient Descent (SGD) optimizer which serves to function to optimize 

model parameters by iterating through training data in small batches randomly. 

 

2. METHODS 

In this study, the prediction of P2P loan default risk uses several stages, namely data preprocessing, data 

sharing, modeling with CNN and model evaluation.   

 

2.1. Data Description 

The dataset in this study taken from the Kaggle repository is the Lending Club dataset at the following 

link: https://www.kaggle.com/datasets/urstrulyvikas/lending-club-loan-data-analysis. The Lending Club 

dataset is obtained from customer data from an American P2P lending platform called Lending Club. The 

Lending Club dataset contains 9,578 records with 8,045 non-default loan data and 1,533 default loan data. This 

dataset contains 14 numerical features.  

 

2.2. Preprocessing Data 

Data preprocessing is the initial stage in data analysis that aims to clean, prepare, and transform raw data 

into a more suitable form for analysis [35]–[39]. At the data preprocessing stage, the data cleaning process is 

carried out. The process of cleaning data includes checking missing values. A missing value is a value or  data 

that does not exist or has no known value in a data set [40]–[42]. Missing value checks are performed to check 

for the presence of NaN or Null values in the data. NaN usually appears caused by various factors such as 

missing data, invalid data, or data processing errors and Null values are usually used to indicate that a value or 

object is unavailable or not found. Because they potentially impair model performance, columns with a large 

number of missing values will be removed. It is crucial to handle missing values appropriately when analyzing 

data so that the results produced are more accurate and valid [43]. The research flowchart is shown in Fig. 1 
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Fig. 1. P2P lending default risk prediction model flowchart  

 

2.3. Split Data 

Data that has gone through the data preprocessing stage will then go through the data sharing stage. The 

data-sharing stage is carried out by the train_test_split method. Data sharing divides the data into 30% testing 

data and 70% training data with parameters random_state=42. 

 

2.4. Modeling 

The CNN algorithm consists of several interconnected layers, such as a convolution layer, an activation 

layer, a pooling layer, and a weight loss layer. The convolution layer is responsible for extracting features from 

the image by performing convolution operations against the weight matrix in the input image. The activation 

layer applies the activation function to the output of the convolution layer to introduce non-linearity. 

The following is the architecture of CNN in this study can be seen in Table 1 and the parameters for the 

training model can be seen in Table 2. 

 

Table 1. CNN Architecture  
Layer Output Shape Param 

Conv1D (None, 17, 128) 512 

MaxPooling1D (None, 8, 128) 0 

Dropout (None, 8, 128) 0 

Conv1D (None, 6, 128) 49280 

MaxPooling1D (None, 3, 128) 0 

Dropout (None, 3, 128) 0 

Flatten (None, 384) 0 

Dense (None, 128) 49280 

Dropout (None, 128) 0 

Dense (None, 1) 129 
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Table 2. Parameters Model CNN 
Parameters Value 

Optimizer SGD 

Loss Binary_Crossentropy 

Metrics Accuracy 

Batch Size 128, 256 

Epoch 10 

 

2.5. 1D Convolutional Layer 

This layer is responsible for extracting visual features from the input. Convolution in the convolutional 

layer involves mathematical operations called shifting and merging [44], [45]. This process involves applying 

one or more convolution filters to the inputs to generate a new feature map. There are 2 convolution layers, the 

input will be processed on the first convolution layer which is the 1d convolution layer because the input data 

used is 1-dimensional data. A 1D convolution layer is a type of convolution layer used in a Convolutional 

Neural Network (CNN) to process one-dimensional data. 

In the 1D convolution layer, the convolution filter moves in only one direction, along the data dimension 

[46]. Such filters are applied to the inputs by performing convolution operations at each position. This 

convolution operation involves shifting filters and multiplication of points at each position along the data 

dimension. 

 

2.6. MaxPooling Layer 

MaxPooling Layer performs downsampling operations on the feature map generated by the convolution 

layer. MaxPooling aims to reduce the number of parameters that must be processed in the network and produce 

a more concise representation while retaining important information [47]. By reducing dimensions, fewer 

parameters must be processed in the network, speeding up computations and reducing the need for high 

computing resources [48]. 

The MaxPooling layer accepts feature maps as input. This feature map is usually the result of a previous 

convolution layer that has larger dimensions. MaxPooling layers use fixed-sized windows to scan feature maps. 

The window is layered on the feature map with specific strides. At each window position, the maximum value 

within that window is taken which represents the most important value.  The MaxPooling operation results in 

a feature map with smaller dimensions compared to the input feature map. 

 

2.7. Dropout Layer 

Deep neural networks generally overfit parameters and tend to overfit. Regularization techniques have 

been introduced to address this problem. One of the regularization techniques dropouts. The dropout layer 

receives input from the previous layer in the neural network, which is usually a feature map or activation output 

[49]. The dropout layer has a parameter called dropout probability or dropout rate [50]. Dropout probability 

controls the proportion of neuron units to be deactivated during training.  The dropout layer will randomly 

select the neuron units to be deactivated [51]. This is done independently for each node of the training data. It 

prevents the coadaptation of neurons during training. We set the dropout at probability 0.2 after all 

convolutional layers. 

 

2.8. SGD Optimizer 

SGD serves to optimize model parameters by iterating through training data in small batches at random. 

SGD uses a stochastic approach where model parameters are updated after each sample or small batch and the 

concept of Gradient Descent where model parameters are updated by moving a step towards a gradient of 

derivative loss functions against those parameters [52]. The purpose of SGD is to find the value of a parameter 

that yields a minimal value of the loss function [53].  The weights and biases in the neural network model are 

initialized with random values. For each training iteration, SGD randomly selects from a small subset of 

training data (batches) from the entire training dataset. The training data in the batch is passed through the 

neural network in advance. After forward propagation, the loss value is calculated based on the difference 

between the output produced by the network and the expected target. After calculating the loss, the loss gradient 

to the weight and bias is calculated using the backpropagation method. Weight and bias are updated using a 

previously calculated gradient. SGD updates by reducing the gradient with the learning rate, the learning rate 

used is 0.01. This process continues over several iterations until it reaches the specified maximum number of 

iterations. 

. 
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3. RESULTS AND DISCUSSION  

The study was tested with the Lending Club dataset which has 14 numerical features. In the Lending Club 

dataset, missing value data was not found after checking the missing value at the data preprocessing stage. 

Next, the data goes into the data sharing stage dividing 30% of testing data and 70% of training data.   Training 

data is used to train the model. The model is built using the CNN algorithm. The construction of this model 

uses a model imported from the Keras library. The results of the CNN model training can be seen in Table 3. 

 

Table 3. CNN Model Training Results 
Epoch Accuracy Loss 

1 0.8543 0.4160 

2 0.8332 0.4523 

3 0.8339 0.4505 

4 0.8453 0.4301 

5 0.8383 0.4450 

6 0.8331 0.4505 

7 0.8383 0.4437 

8 0.8500 0.4227 

9 0.8422 0.4369 

10 0.8328 0.4522 

 

The evaluation results in Table 3 show the accuracy of the CNN model that has been carried out as many 

as 10 epochs. The highest accuracy was obtained at epoch 1 with an accuracy of 85.43% and the lowest loss 

value was obtained from epoch 1 with a total of 0.4160%. This high accuracy result is obtained because 

convolution allows the extraction of local patterns from data sequences. Convolution layers can recognize the 

same pattern at different positions in the data sequence. For example, a convolution layer can recognize the 

same sequence pattern even though the pattern occurs at different positions in the data sequence. This helps in 

custom pattern recognition and improves model performance on specific tasks.  In addition, successive 

convolutions can extract increasingly abstract features from data sequences, aiding in obtaining richer and more 

complex feature representations. 

Research using the same dataset has been carried out in several related works. A comparison of the 

proposed method with previous research can be seen in Table 4. 

 

Table 4. Comparison of the performance of the proposed method with previous studies 

Author (Year) Dataset Algorithm Accuracy (%) 

Kim & Cho (2019) [17] Lending Club CNN 77.78% 

Kim & Cho (2022) [18] Lending Club CNN +DeseNet + ResNet + GoogleNet 82.8% 

Zhang (2020) [19] Lending Club OICSM 74.67% 

Kim & Cho (2019b) [12] Lending Club DenseNet-BC 79.6% 

Proposed Method Lending Club CNN 85.43% 

 

Based on Table 4, this study has an accuracy performance advantage by applying the CNN algorithm to 

the Lending Club dataset. Compared to previous studies, this study also applied datasets that had previously 

been used. However, our proposed method could improve performance values on loan default predictions using 

the Lending Club dataset. Successive convolution layers can recognize increasingly abstract and high-level 

features. In addition, the use of MaxPooling layers can perform spatial down sampling to reduce data 

dimensions, eliminate redundancy, increase computational efficiency, and enable more effective data 

processing. 

This study was successful in using CNN to improve prediction accuracy on p2p lending platforms. 

However, in the future, the accuracy of this research can still be improved by handling pre-processed data with 

more effective methods or handling unbalanced data. In addition, it can be tried with a modified CNN 

architectural approach or the CNN method combined with certain methods to obtain even higher accuracy 

results 

 

4. CONCLUSION 

In this study, it can be concluded that, CNN obtains high accuracy due to its computationally optimized 

design and using parallel data processing technology. In addition, CNN also uses the convolution layer to 

extract essential information from data sequences more efficiently and obtain rich and abstract feature 

representations. By implementing the Lending Club Dataset from the P2P lending platform in America which 
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contains 9,578 data with 14 features, the CNN Architecture is designed using 2 1D convolutional layers, 2 Max 

pooling layers, dropout layers and SGD optimizer. Conducted 10 epoch training with the highest accuracy of 

85.43%. This research can still be developed by adding feature selection methods, feature extraction and data 

imbalance handling. 
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