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 The problem of dataset imbalance needs special handling, because it often 

creates obstacles to the classification process. A very important problem in 

classification is to overcome a decrease in classification performance. There 

have been many published researches on the topic of overcoming dataset 

imbalances, but the results are still unsatisfactory. This is proven by the 

results of the average accuracy increase which is still not significant. There 

are several common methods that can be used to deal with dataset imbalances. 

For example, oversampling, undersampling, Synthetic Minority 

Oversampling Technique (SMOTE), Borderline-SMOTE, Adasyn, Cluster-

SMOTE methods. These methods in testing the results of the classification 

accuracy average are still relatively low. In this research the selected dataset 

is a medical dataset which is classified as a small dataset of less than 200 

records. The proposed method is Gaussian Based-SMOTE which is expected 

to work in a normal distribution and can determine excess samples for 

minority classes. The Gaussian Based-SMOTE method is a contribution of 

this research and can produce better accuracy than the previous research. The 

way the Gaussian Based-SMOTE method works is to start by determining the 

random location of synthesis candidates, determining the Gaussian 

distribution. The results of these two methods are substituted to produce 

perfect synthetic values. Generated synthetic values are combined with 

SMOTE sampling of the majority data from the training data, produce 

balanced data. The result of the balanced data classification trial from the 

influence of the Gaussian Based SMOTE result in a significant increase in 

accuracy values of 3% on average. 
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1. INTRODUCTION  

The standard learning method assumes that the training estimates are a balanced dataset [1]. Almost all 

datasets have the same performance importance in their classes. Even in real-life scenarios, balanced datasets 

often experience higher errors in the classification process [2]. Dataset imbalance can arise due to the same 

unrepresented class, resulting in a skewed number of classes due to differences in the substantial number of 

data classes. This will affect the data quality of the classification results [3]. The imbalance of datasets has 

been the subject of extensive research and the application of numerous approaches, yet, the robustness of the 

method findings is still inadequate. Concrete evidence is that the classification results have not resulted in a 

significant increase in accuracy. Many methods exist to overcome data imbalances, but the results are still 

unsatisfactory. There are many data imbalance problems, so new research contributions and innovations are 

still needed to apply more methods and methods. 

10.26555/jiteki.v9i4.26881
http://journal.uad.ac.id/index.php/JITEKI
file:///D:/DOKTOR/DONWLOAD/jiteki@ee.uad.ac.id
https://creativecommons.org/licenses/by-sa/4.0/deed.id
https://creativecommons.org/licenses/by-sa/4.0/deed.id
mailto:muljono@dsn.dinus.ac.id


974 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) ISSN: 2338-3070 

 Vol. 9, No. 4, December 2023, pp. 973-982 

 

 

Gaussian Based-SMOTE Method for Handling Imbalanced Small Datasets (Muhammad Misdram) 

There are several cases of data imbalance impacting real domains, such as the assessment of cancer 

malignancy,  fraud detection, and behavior analysis. The problem of imbalanced data classification will remain 

an active object of research.  

Many instances of data imbalance affect real domains, as these examples will show. For example, the 

evaluation of the malignancy of cancer [4],  the identification of fraud [5], and the analysis of behavior [6], the 

diabetes prediction [7]. The issue of unbalanced data classification will continue to be a topic of ongoing 

research [8], [9]. When it comes to addressing data imbalances, a significant body of published work has been 

put out as potential solutions. An environment-based strategy that is based on the Synthetic Minority 

Oversampling Technique (SMOTE) [10] is one of the most common approaches that is taken to address data 

imbalances. Synthetic minority oversampling, often known as the SMOTE method, is a methodology that can 

provide a direct solution to the problem of data imbalance [11], [10]. Its benefits include the capacity to 

construct synthetic samples until the requisite number of samples has been created, guided by a combination 

of the k-nearest neighbour (k-NN) method and a uniform probability distribution. Regarding the flaw, there is 

no consideration of neighbouring information from minority class samples. This is a significant limitation. 

While this is going on, synthetic samples are experiencing an overgeneration problem, which does not help in 

the fight against class imbalance. A number of different SMOTE approaches, such as Borderline-SMOTE [12],  

Safe-level SMOTE [13], DBSMOTE [14], EFN-SMOTE [15] and Cluster-SMOTE [16], can be utilized to 

address the inadequacies of the original method. But when it is known that the method has created instances of 

synthetic values with linear interpolation, one may see that the weakness of the synthetic data space is a 

bounded region. This can be detected when one knows that the method has made examples of synthetic values 

with linear interpolation [17]. It can go beyond the data that has been provided because there is insufficient 

room. The method that is based on distance does not take into account the statistical traits that are associated 

with the minority class. Depending on how the distance is defined or the parameters established for the 

sampling procedure, it might be challenging to locate and identify outliers.  As a result of the distance-centered 

strategy, which does not evaluate the statistical characteristics of the minority class, it will be difficult to spot 

outliers, and overgeneration will not be dealt with appropriately. 

It is important to classify the dataset to obtain the outcomes of the accuracy tests run on it. The process 

of machine learning includes classification techniques. Several other overarching categories are recognized for 

their excellent performance.  One of these is called the Support Vector Machine (SVM), and it has a good level 

of accuracy most of the time, but it is not ideal for use with imbalanced data [18].  The difficulty when applying 

the SVM approach to large cases and two-class situations is another of the method's shortcomings [19], [20]. 

The Decision Tree, or D-Tree, method makes decision-making much simpler; however, this method frequently 

results in overlapping [21], [22] . According to two studies [20], [21] that produced high accuracy when used 

to predict heart disease and classify sarcastic tweets, the random forest approach is a well-known random forest 

method that produces high accuracy. This is shown by the random forest method creating high [23], [24]. The 

technique involved in the NB method is less complicated and reliably generates high-accuracy values [25], 

[26], [27]. The k-nearest neighbour (k-NN) method has the benefit of being able to handle noisy training data 

effectively and has the benefit of not require the determination of the neighbour value (k) [28], [29], [30], [31].  

In this research, the Gaussian Based-SMOTE method is proposed. This method intends to improve the 

performance of the previously used method, which is important because there is a high amount of unbalanced 

data. The Gaussian-Based SMOTE approach operates on the same principle as the SMOTE method, which 

involves taking excessive samples for the minority class. The next step is to mix the samples produced by the 

SMOTE method with the synthetic data produced by the Gaussian distribution to build a data balance. The 

Gaussian distribution is responsible for producing the synthetic data. So, as a contribution of this research is 

Gaussian Based-SMOTE method and It expected can increase the accuracy value in the small unbalanced 

datasets classification. The Naeve Bayes, k-NN, SVM, D-Tree, and RF classification algorithms are tested. 

The utilized dataset is a tiny public dataset with fewer than 200 records obtained from the UCI repository. 

 

2. LITERATURE REVIEW  

2.1. Related research  

Previous research utilized an approach known as the Elbow Fuzzy Noice filtering SMOTE (EFN-

SMOTE) method [15]. The dataset is partitioned into clusters for this method to function properly; the number 

of clusters is established using a technique known as the Elbow method. Following the application of each 

noise filtering to each cluster comes the employment of SMOTE, which generates a new minority instance for 

each cluster by basing it on the majority that is closest to it. An Artificial Neural Network (ANN) was used to 

classify based on the EFN-SMOTE trial's findings. The results that were obtained are as follows: accuracy 

equal to 0.999, precision equal to 0.998, sensitivity equal to 0.999, specificity equal to 0.998, F-measure equal 
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to 0.999, and G-Mean equal to 0.999 [15]. When combined with an Artificial Neural Network (ANN), the 

EFN-SMOTE approach is an effective classification tool. 

The problem of unevenly distributed data in the prior research's outputs was solved using the hybrid 

technique [32], [33]. The decision tree method, k-nearest neighbour, and discriminant analysis utilized the 

classification approaches. In comparison to the previous strategies for addressing categorization problems, they 

result in significantly more improvement. The research paper "Gaussian-Based SMOTE Method for Solving 

Skewed Class Distributions" indicated that the first study stage tests the basic SMOTE approach. This means 

the initial data is processed using the SMOTE method using k neighbours with the k-NN method. The second 

approach uses synthetic data generated through randomization and the SMOTE, Borderline-SMOTE, and safe-

level-SMOTE analysis methodologies. Third, the data are processed using a new SMOTE method known as 

Gaussian-based SMOTE. This method is predicted to produce a new color regarding the total amount of bogus 

data formed. The trial findings produce an accuracy of 87.30% when using real data, 89.11% when using 

artificial data generated by SMOTE, and 90.13% when using an artificial dataset generated by Gaussian-

SMOTE [34], [35]. 

In general, altering the ratio of the imbalance ratio between the two classes that are in the minority and 

the class that is in the majority is the approach to solving the problem of the imbalance [36], [37].  Based on 

this explanation, several different sample strategies have been implemented to modify the characters based on 

the imbalanced data distribution. These sampling strategies include random oversampling and undersampling 

and the creation of synthetic minorities based on sampling methods [34], [38].  

 

2.2. SMOTE 

Utilizing k-nearest neighbours and a uniform probability distribution, the SMOTE approach has been 

reported to generate synthetic data. This is accomplished by using the method. The following is an explanation 

of how the SMOTE method works (Fig. 1). In the beginning, the method successfully partitioned the data given 

to the majority class from the data given to the minority class. 

 

 
Fig. 1. SMOTE Method Flow  

 

The following step will apply the k-Nearest Neighbour (k-NN) algorithm, resulting in each minority class 

data having 𝑘 neighbours. When constructing synthetic samples, each minority sample is assigned a nearest 

neighbour from the set of k-nearest neighbours based on a random selection process. In this way, the synthetic 

samples are created. After that, the [34]. 

 𝑑𝑖𝑓 = |𝐶𝑜𝑟𝑖𝑔𝑖𝑛  −  𝐶𝑁𝑁
𝑘 |                  (1) 

𝐶𝑜𝑟𝑖𝑔𝑖𝑛   =  minority class data,  𝐶𝑁𝑁
𝑘    = one of the k-nearest neighbors of minority class data by selecting 

random values from a uniform probability distribution. After that, the random value of the uniform probability 
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distribution is multiplied by the value of the variation to make the unpredictability a little bit more 

unpredictable. The following equation can be used to estimate the number of synthetic samples that can be 

produced. 

 𝑑𝐶𝑠𝑦𝑛𝑡ℎ = 𝐶𝑜𝑟𝑖𝑔𝑖𝑛  |𝐶𝑜𝑟𝑖𝑔𝑖𝑛 − 𝐶𝑁𝑁 
𝑘 |𝑥 𝑃𝑢𝑛𝑖𝑓𝑜𝑟                      (2) 

where 𝑃𝑢𝑛𝑖𝑓𝑜𝑟    is random values from a uniform probability distribution. The procedure will keep cycling 

through the sequence described above until it satisfies the termination requirements, which includes the 

required total number of samples. 

 

3. RESEARCH METHODOLOGY 

The phases of the research methodology process that are carried out begin with the stages of the dataset 

collection process and continue to the stages of the data imputation process, the stages of the data imbalance 

process, and the stages of the classification process, respectively. The subsequent step is to generate output 

from the anticipated degree of precision. A few steps can be broken down like this in this research. 

 

3.1. Data Collection 

The datasets that were obtained were from the repository at UCI. Each collected dataset dealt with medical 

topics such as hepatitis, immunotherapy, and echocardiograms. The three selected datasets were considered 

small, each containing fewer than 200 records, and an imbalance in the data was discovered [39], [40]. 

 

3.2. Preprocessing 

The step to get the dataset ready for testing is called preprocessing, and it's important. Datasets that are 

the product of excavation almost always have flaws; for instance, if an empty record is discovered, the dataset 

must be treated before it can be considered complete. Imputation is the most effective method for enhancing 

the dataset to keep it in its ideal state. In this study, the imputation method was the k-NN approach; however, 

there are many different methods of imputation from which one can select [41]. 

 

3.3. Gaussian Based-SMOTE 

Random numbers with a uniform distribution have been used in the SMOTE, Borderline-SMOTE, Safe-

level SMOTE, and DBSMOTE procedures and other approaches for producing synthetic data. However, it is 

also possible to forecast the production of more than one set of synthetic data. It is frequently chosen throughout 

the method selection process in particular minority class data and the data of its nearest neighbours. The 

placement of synthetic data on the same line has a high chance, and as a result, this can lead to significant 

overgeneration issues. 

The Gaussian Based-Smote approach is presented as a solution to the issues discovered throughout this 

research. To generate random points connected to the minority class and take into consideration 

overgeneration, the goal of this method is to make it as likely as possible that it will operate based on a normal 

distribution. Taking excessively large samples from underrepresented groups is the fundamental idea behind 

this method, built on the SMOTE method's foundation. When the minority sample includes discrepancies 

between the minority class data and the data of the nearest neighbours, which may be determined randomly, 

the case is known as "where the minority sample contains." (1) displays the equation for your perusal.  In 

addition, the Gaussian-based SMOTE approach will randomly forecast the position of synthetic candidates by 

selecting a number between 0 and the difference value, as demonstrated by the following equation. This number 

will be based on the difference value. 

 𝑑𝐺𝑎𝑝 =  𝑈(0, 𝑑𝑖𝑓) (3) 

The following step involves taking another number from the Gaussian distribution, depicted in (4), and doing 

so by heuristically selecting the parameter 𝛿. 

 𝑑Range =  N (gap δ)                      (4) 

In conclusion, it is possible to construct synthetic data, which is indicated in (5), by deriving the derived 

parameters from (3) and (4). This may be done by following the steps shown in the previous sentence. 

  𝐶𝑠𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 =  𝐶𝑜𝑟𝑖𝑔𝑖𝑛   𝑑𝑖𝑓 𝑥 𝑟𝑎𝑛𝑔𝑒          (5) 

at the classification stage, K-Fold Validation has been carried out, the purpose of which is dividing the training 

dataset into segments of the same or close size. The next stage is repetition of training data and validating. 
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Each repetition of different data is needed for validation, so that if it is applied to different training data on the 

same dataset, it will get the most effective and accurate results. 

The following is a flowchart that may be used to represent the sequence of explanations about Gaussian 

Based SMOTE that can be found in this research (Fig. 2). 

 

 
Fig. 2. Flowchart of the Gaussian Based-SMOTE method  

 

Based on the the reseach flow with basic method of SMOTE in Fig. 1, It has been developed by combining 

the Gaussian statistic model or Gaussian Distribution to form the Gaussian Based-SMOTE method. The way 

of Gaussian Based-SMOTE works is start from an unbalanced datasets between training data and testing data. 

From the training dataset,  the majority class and minority class are formed. These two classes will be 

manipulated with SMOTE method and Gaussian Based-SMOTE so that a new balanced dataset will be formed, 

while compared with the original testing datased, a balanced will be formed. The flow diagram can be drawn 

in Fig. 3.  

 

 
Fig. 3. Gaussian Based-SMOTE and SMOTE method Flowchart 
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4. RESULTS AND DISCUSSION  

This research involved 3 selected datasets, all of which were medical datasets among others, namely 

hepatitis, echocardiogram, and immunotherapy which were taken from the UCI repository. The dataset can be 

described in Table 1. The description of the dataset is as follows, Hepatitis has 2 classes that represent death 

"Die" and life "live", and the Echordiogram dataset has 2 classes that represent death "Aliev" and life "Dead". 

Two groups, "No" and "Yes," are represented in the Immunotherapy dataset. Their goal is to assist treatment, 

and if a positive "Yes" is treated, treatment can be continued; if a negative "No," treatment can be abandoned. 

 

Table 1. Dataset Description  
Dataset No. of 

Record 

No. of 

Features 

Imbalanced 

Ratio 

Minority 

Class 

Majority 

Class 

Number of 

Classes 

Hepatitis 

Echordiogram 

Immunotherapy 

155 

131 

90 

20 

13 

8 

80 : 20 

70 : 30 

80 : 20 

“   ” 

“   v ” 

“  ” 

“L v ” 

“    ” 

“Y  ” 

2 

2 

2 

 

Fig. 4 compares the state of the initial unbalanced dataset and the state of the balanced dataset after being 

subjected to the influence of the Gaussian Based-SMOTE approach. The original dataset is imbalanced. For 

example, in the hepatitis dataset, the majority data is 124, while the minority data is 31. In the echocardiogram 

dataset, the majority data is 107, while the minority data is 24, and in the immunotherapy dataset, the majority 

data is 71, while the minority data is 19. The Gaussian Based-SMOTE approach is implemented, and the result 

is balanced, as shown in Fig. 3. This was done to overcome the data imbalances that were there. 

 

 
Fig. 4. Diagram of Comparison of Majority and Minority Actual data and the Gaussian Based SMOTE 

Model  

 

The results of the tests for categorizing the dataset are presented in Table 2, which uses the computer 

language Python. This research test categorized three different datasets utilizing five different classification 

strategies. The datasets examined are imbalanced and balanced varieties, both of which are the products of 

using the Gaussian Based-SMOTE approach. The five different categorization approaches that were examined 

resulted in an improvement in the accuracy of each dataset. Table 2 makes it much more evident that the 

echocardiogram dataset has the highest unbalanced dataset accuracy value, which is 86%. This can be seen 

more clearly in the table. In contrast, the Echordiogram dataset has a balanced distribution, which allows for 

its best value of accuracy to reach 91%. 

To make it easier to recognize dataset characters, the best way is to describe the dataset as listed in Table 

1. The data description describes the data characters, for example, the number of records, attributes, data 

imbalance ratios, and minority and majority classes. In this research, the concern is the imbalance of majority 

and minority data. The dataset imbalance will affect the accuracy value of the data classification. The Gaussian 

Based-SMOTE method is used to overcome the dataset's imbalance in this research. The ways of the Gaussian 
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Based-SMOTE method works can be seen in Figure 2. The process starts with minority data or training data, 

and then a sampling process is carried out to become a minority and a majority. The Gaussian Based-SMOTE 

method generated the Synthetic data combined with SMOTE sampling to form a balanced dataset. The results 

of the classification test can be seen in Table 2. 

 

Table 2. Accuracy value of dataset test results  
Accuracy Value Classification Method Dataset Name 

Hepatitis Echordiogram Immunotherapy 

 

Imbalanced Dataset 

NB 73 76 70 

SVM 81 79 81 

D-Tree 68 83 77 

k-NN 72 66 75 

RF 80 86 80 

Balanced Dataset 

(Gaussian Based-SMOTE Effect) 

NB 84 91 73 

SVM 81 66 77 

D-Tree 74 77 73 

k-NN 72 71 63 

RF 80 88 82 

 
Imbalanced dataset classification results in the highest accuracy value of 86% in the Echordiogram 

dataset. In comparison, the classification of a balanced dataset produces the highest accuracy value of 91% in 

the Echordiogram dataset. In Table 3, the results of the imbalanced and balanced datasets' accuracy are 

influenced by the Gaussian-Based-SMOTE method. The hepatitis dataset has an increase in accuracy of 81% 

to 84% and an increase of 3%. The increase in the Echordiogram dataset from 86% to 91% increased accuracy 

by 5%. The Immunotherapy dataset has increased in accuracy from 81% to 82%, so there has been an increase 

in accuracy of 1%. The increase in the average accuracy value of imbalanced datasets and balanced datasets is 

3%. This can be seen in Table 3. The accuracy value for the imbalanced dataset is 82.5%, while the accuracy 

value for the balanced dataset is 85.3%. Based on research conducted by [34], It has been tested with a 

benchmark dataset. The classification results of the original unbalanced dataset produced the highest accuracy 

of 87,30%. After balancing the dataset using Gaussian Based-SMOTE method, the accuracy increase to be 

90,13%. Compared with current research by applying the same method, the accuracy maximum is 91%, there 

is difference in increase of 0.87%.    

 

Table 3. The Increase in the results of the accuracy value on the Dataset  
 

DataSet name 

Imbalanced 

Dataset 

Balanced Dataset 

(Gaussian Based-SMOTE 

Effect) 

 

Improved accuracy 

Accuracy Accuracy 

Hepatitis 81% 84% 3% 

Echordiogram 86% 91% 5% 

Immunotherapy 81% 82% 1% 

Average Improved 

Accuracy 

82.7% 85.3% 3% 

 

5. CONCLUSION 

Based on the results of the research above, it can be concluded that handling imbalanced datasets is really 

needed, so that the accuracy value will be better. The results of the classification tests of the 3 datasets have 

resulted in accuracy values for both imbalanced datasets and balanced datasets from the application of the 

Gaussian Based-SMOTE method. In this research, there was a significant increase in the accuracy value of the 

balanced dataset resulting from the application of the Gaussian-Based-SMOTE method. The resulting average 

accuracy value increases by 3%. The hypothesis that can be concluded is that the application of the Gaussian 

Based-SMOTE method to imbalanced datasets greatly affects the increase in accuracy values. This can be 

proven that the classification of imbalanced datasets has a smaller accuracy value compared to the classification 

of balanced datasets. In this research, this test is applied to a small dataset, while other tests need to be applied 

to a large dataset. 
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