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 The purpose of this study is to compare the effectiveness of a variety of 

feature selection techniques to enhance the performance of Support Vector 

Machine (SVM) models for classifying heart disease data, particularly in the 

context of big data. The main challenge lies in managing large datasets, which 

necessitates the application of feature selection techniques to streamline the 

analysis process. Therefore, several feature selection methods, including 

Logistic Regression-Recursive Feature Elimination (LR-RFE), Logistic 

RegressionSequential Forward Selection (LR-SFS), Correlation-based 

Feature Selection (CFS), and Variance Threshold were explored to identify 

the most efficient approach. Based on existing research, these methods have 

shown a great impact in improving classification accuracy. In this study, it 

was found that combining the SVM model with LR-RFE, LR-SFS, and 

Variance Threshold resulted in superior evaluation, achieving the highest 

accuracy of 89%. Based on the comparison of other evaluation results, 

including precision, recall, and F1-score, the performance of these models 

varied depending on the feature selection method chosen and the distribution 

of data used for training and testing. But in general, LR-RFE-SVM and 

Variance Threshold-SVM tend to provide better evaluation values than LR-

SFS-SVM and SVM-CFS. Based on the computation time, SVM 

classification with the Variance Threshold method as the feature selection 

method obtained the fastest time of 118.1540 seconds with the number and 

retention of 23 important features. Therefore, it is very important to choose a 

suitable feature selection technique, taking into account the number of 

retained features and the computation time. This research underscores the 

significance of feature selection in addressing big data challenges, 

particularly in heart disease classification. In addition, this study also 

highlights practical implications for healthcare practitioners and researchers 

by recommending methods that can be integrated into real-world healthcare 

settings or existing clinical decision support systems. 
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1. INTRODUCTION  

In today's digital age, the world is witnessing a surge of data known as "Big Data"[1]. The term "Big 

Data" refers to an enormous amount of data that cannot be effectively managed using traditional software or 

internet-based platforms. The massive volume of data makes management and analysis difficult [2]. For 

example, In light of healthcare, data is often produced at a high rate. Health data must be able to be stored and 

processed quickly to support rapid decision-making in inpatient treatment. Delays in data processing can hurt 

patient diagnosis and treatment [3]. To overcome these challenges, special techniques or ways are needed that 

make it possible to process and analyze big data efficiently [4], [5]. One of the techniques that can be used in 

this context is feature selection techniques [6], [7]. By selecting the most informative features, noise, 
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complexity, and overfitting can be minimized, improving prediction accuracy,reducing computation time, and 

giving the data a greater grasp [8], [9].  

 It is significant to remember that, particularly for classification jobs, the feature selection approach is an 

essential pre-processing step in data mining [10], [11]. In the healthcare field, specifically in the context of 

heart disease, which is one of the leading causes of death globally, it is important to select the most suitable 

feature selection method for the classification of this disease [12]. 

Much of the current literature conducts research related to the comparison of feature selection methods 

and classification algorithms but has not fully explored and compared feature selection methods specifically 

for heart disease classification. As in research [13] which compares several feature selection techniques based 

on Support Vector Machine (SVM) classification accuracy results and computation time for Twitter comment 

data, it was found that the chi-square method was superior regarding computation time, which was 0.4375 

seconds, compared to the Mutual Information Feature Selection method, whose computation time was 252.75 

seconds. Meanwhile, based on classification accuracy, the Mutual Information Feature Selection method is 

superior at 80% compared to the chi-square method, whose accuracy is 78%. In addition, research [14] 

evaluated various machine learning methods for human activity recognition using smartphone sensors for 

health research. The findings indicate that the SVM method provides superior performance, namely with an 

accuracy of 96.0% compared to the k-Nearest Neighbors (kNN) method with an accuracy of 90.33%, followed 

by the Decision Tree method, and Random Forest obtained an accuracy of 85.3% and 90.05% 

In addition to the previously mentioned feature selection methods, many other feature selection methods 

have proven to have good performance in several studies and can be used in this study as feature selection 

methods that will then be compared for performance. Some of them, such as in research [15] used the Recursive 

Feature Elimination (RFE) method and several other methods as feature selection methods to analyze 

cardiovascular disease and obtained the result that the accuracy of the RFE method is higher at 88.84%.  

Apart from that, in research [16], image analysis was carried out using the Variance Threshold feature 

selection method using a threshold of 0.05. In this study, the highest accuracy value was obtained at 92.31%, 

which shows that the Variance Threshold feature selection method can improve accuracy results. 

In [17] the machine learning method was applied to 93 meteorological variables from the ECMWF and 

RDAPS short-term weather forecasts for South Korea and used the Correlation Based Feature Selection (CFS) 

method, which is also a feature selection method to select a discriminative subset of these variables, which 

proved to obtain accurate results. Rainfall predictions produced by the model were found to be 15% more 

accurate than ECMWF forecasts and 13% better than RDAPS forecasts. 

Another feature selection method is the Sequential Forward Selection (SFS) method. In research 

conducted by [18], which uses the RF-SFS method as a feature selection method in classification using the 

Random Forest model to classify the test results of railway tunnel waterproof slab products, RF-SFS helps in 

identifying key factors that can affect the test results of railroad products effectively. It was found that the 

method successfully identified six key factors that affect the test results of railroad tunnel waterproof slab 

products. Using only six key features, the RF model achieved an accuracy value of 99.98%, showing very 

strong classification and prediction capabilities. The contribution of this research is to explore several feature 

selection methods that are considered to have performed quite well in some of the previously mentioned 

studies. This research aims to compare feature selection methods to see which method is most suitable for heart 

disease classification. In addition, the research will be devoted to filling the gap related to the lack of research 

that specifically compares feature selection methods for heart disease classification using SVM models. The 

hope is that this research can provide new insights and signicant contributions to the field of health and medical 

informatics, having great relevance in improving the understanding and application of feature selection 

techniques, especially in the context of health.  

 

2. METHODS   

This research is an experimental study with a quantitative approach based on a literature review and 

theoretical framework that aims to compare the performance of several feature selection techniques in the 

context of heart disease classification using SVM models. The ultimate goal is to provide new insights and 

significant contributions to the field of health and medical informatics. The research questions include the 

selection of the most suitable feature selection method for heart disease classification, performance comparison 

between different feature selection methods, and whether or not there is a significant difference in classification 

performance between the feature selection methods used.  

In its theoretical framework, this research will involve the use of several feature selection methods that 

have been proven to perform quite well in several previous studies, such as Logistic Regression-Recursive 
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Feature Elimination (LR-RFE), Logistic Regression-Sequential Forward Selection (LR-SFS), Correlation 

Based Feature Selection (CFS), and Variance Threshold. This study was conducted with the system ow shown 

in Fig. 1. 

 

 
 Fig. 1. Flow Chart 

 

Based on the flowchart above, the research steps begin with loading sample data, followed by the data 

preprocessing stage. In this stage, the data is cleaned and normalized, and feature selection is performed to 

select the most relevant features from the dataset using four different feature selection methods. After that, 

classification is performed using the SVM model. Evaluation of the classification results of each feature 

selection method will be done by considering metrics such as accuracy, precision, recall, and F1-score. In 

addition, the computation time and number of retained features of each feature selection method will also be 

considered for result comparison. The final step in this research is to conduct a comparison of the results. By 

conducting an in-depth analysis of the results, it is expected that this research can nd the best feature selection 

method for heart disease classification, as well as make a significant contribution to the improvement of the 

understanding and application of feature selection techniques, especially in the context of healthcare. 

 

2.1. Min-Max Normalization 

This study's data was taken from the Kaggle platform, a popular data source for researchers. This data is 

secondary and can be accessed by users through the following link provided on Kaggle 

https://bit.ly/Heart_Disease_dataset. The total data used was 319,795 data samples consisting of 35 features 

and 1 target variable, which divided the samples into 2 classes, those suffering from heart disease and those 

not suffering from heart disease.   

After acquiring the data and performing the processing, the next step is data normalization. In this 

research, the method used is Min-Max normalization. Min-Max Normalization is one of the data preprocessing 

techniques used in data analysis and machine learning. This method scales the data into a specific range of 

values, for example [0, 1], without changing the data's possible bias [19]. The following formula is used to 

determine normalization:  

 𝑋∗ =
𝑋 − min (𝑋)

max(𝑋) − min(𝑥)
 (1) 

where 𝑋 represents the research data, min(𝑋) and max(𝑋) are the minimum and maximum values in the data, 

respectively. 

 

2.2. Feature Selection 

Feature selection is a process in data analysis and machine learning where several features or attributes 

from a data set are identied and selected for use in building a more effective learning model [20], [21]. In this 

research, there are four feature selection techniques employed, namely: 

1) Recursive Feature Elimination (RFE) 

RFE is a feature selection wrapper method that makes use of internal filter-based features selection [22], 

[23]. The LR-RFE feature selection technique is predicated on a logistic regression algorithm and a recursive 

technique that iteratively removes the least significant characteristics from the dataset [24], [25]. The basic 

principle of LR-RFE involves the use of logistic regression to evaluate the contribution of each feature to the 

prediction of the target class and a recursion technique that enables an iterative process to select the best 

features [26]. The underlying assumption of this method is that irrelevant or unimportant features will have a 
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low influence on the prediction of the target class, and by removing such features, model performance can be 

improved.  

In its application, LR-RFE starts by initializing a logistic regression model with all features from the 

dataset and then features that are considered unimportant are iteratively removed from the dataset based on the 

evaluation of their contribution to the prediction of the target class. This process is repeated until the desired 

number of features is reached or until certain stopping criteria are met, such as a predetermined number of 

features or no significant improvement in model performance [27]. 

Logistic probability models are used to predict the probability of membership in a particular class based 

on given features. A logistic probability model with 𝑛 independent variables and a binary dependent variable 

(𝑥𝑖 , 𝑦𝑖) for each 𝑖 from 1 to 𝑛 is as follows: 

 𝑝𝑖 =
exp(𝛽0 + 𝛽1𝑥𝑖,1 + ⋯ + 𝛽𝑗𝑥𝑖,𝑘) 

1 + exp(𝛽0 + 𝛽1𝑥𝑖,1 + ⋯ + 𝛽𝑗𝑥𝑖,𝑘)
 (2) 

where 𝑝𝑖  is the probability of the 𝑖-th sample. 𝛽0, 𝛽1, . . . 𝛽𝑗  are logistic regression coefficients, 𝑥𝑖,1, 𝑥𝑖,2, . . . , 𝑥𝑖,𝑘 

are feature values of the 𝑖-th sample, and 𝑘 is the number of features used in the model [28]. 

Then to form a logistic regression model, it needs to be transformed first to maintain the linear structure 

of the model [29]. The transformation performed is a logit transformation, with the following definition: 

 𝑙𝑜𝑔𝑖𝑡(𝑝𝑖) = ln (
𝑝𝑖

1 − 𝑝𝑖

) = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ 𝛽𝑛𝑥𝑛  (3) 

If 𝑥 and 𝑦 are pairs of independent and dependent variables in the i-th observation and it is assumed that each 

pair of observations is independent of the other pair of observations, then the probability function for each pair 

is as follows: 

 𝑓(𝑥𝑖) = 𝑝𝑖
𝑦𝑖(1 − 𝑝𝑖)𝑖−𝑦𝑖         ; 𝑦𝑖 = 0, 1 (4) 

Parameter estimation in logistic regression uses the Maximum Likelihood Estimation (MLE) method. It 

involves optimizing the likelihood function, which fits the distribution of the observed data. In logistic 

regression, MLE provides an estimate of the coefficient 𝛽 that indicates the impact of the feature on the target. 

The likelihood function formula for binary logistic regression is as follows: 

  
𝑙(𝛽) = ∏ 𝑓(𝑥𝑖) = ∏ 𝑝𝑖

𝑦𝑖(1 − 𝑝𝑖)𝑖−𝑦𝑖 

𝑛

𝑖=1

𝑛

𝑖=1

 (5) 

where 𝑝𝑖  is the probability for the 𝑖-th predictor variable and 𝑦𝑖  is the observation on the 𝑖-th predictor variable. 

Optimizing the likelihood function is simpler when expressed in the form of log 𝐿(𝛽), or written 𝐿(𝛽) [30]. 

 𝐿(𝛽) = ln[𝑙(𝛽)] = ∑{𝑦𝑖 ln[𝑝𝑖] + (1 − 𝑦𝑖) ln[1 − 𝑝𝑖]}

𝑛

𝑖=1

 (6) 

In this method, features are identified for removal by considering two aspects. First, the feature with the 

lowest coefficient is considered to have low significance for the target.  In finding the value of the estimated 

coefficient (𝛽) that maximizes 𝐿(𝛽), the derivative of 𝛽1, 𝛽2, ⋯ 𝛽𝑛 is then equalized to zero, and the following 

formula is obtaine 

 𝛽0 = ∑[𝑦𝑖 − 𝑝𝑖]

𝑘

𝑖=1

 (7) 

and  

 𝛽𝑗 = ∑ 𝑥𝑖𝑗[𝑦𝑖 − 𝑝𝑖]

𝑘

𝑖=1

 (8) 

In addition, the odds ratio value is also considered in feature selection. The odds ratio is the ratio between 

the probability of success (𝑝𝑖) and the probability of failure (1 − 𝑝𝑖), which is a measure of how much 

influence a feature has on the target variable [31]. Features with an odds ratio far from 1 indicate a significant 
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influence on the target variable. If the odds ratio is > 1, then the probability of the target variable occurring 

increases as the feature value increases. In the context of feature selection with LR-RFE, the odds ratio is used 

in conjunction with a logistic probability model to evaluate the importance of each feature to the prediction of 

the target class. The odds ratio can also be interpreted as a comparison of odds values between two subjects or 

groups. The formula for the odds ratio is: 

 𝑜𝑑𝑑𝑠 𝑟𝑎𝑡𝑖𝑜 (𝛽) = [

𝑝𝑖(1)
(1 − 𝑝𝑖(1))

𝑝𝑖(0)
(1 − 𝑝𝑖(0))

] = exp (𝛽) (9) 

2) Sequential Forward Selection (SFS) 

SFS is a feature selection technique that combines the steps of selection and model building in a sequential 

[32]. LR-SFS is an approach to feature selection used in logistic regression analysis. The basic principle is to 

iteratively add one feature at each step, selecting the feature that best improves model performance based on 

specified criteria [33]. This method assumes that the relationship between the independent and dependent 

variables can be described linearly and uses a logistic function to model the probability of membership in the 

target class [34]. The process starts with the initialization of a logistic regression model, which is initially built 

with one feature or no features at all. Then, each feature that has not been incorporated into the model is 

evaluated at each iteration. The features that improve the model's performance the most are added to the model, 

and after that, the model is re-evaluated to see if the specified evaluation criteria are met. The process stops 

when certain stopping criteria are met, such as no significant improvement in model performance after the 

addition of certain features or when a predetermined number of features have been incorporated into the model 

[35], [36]. This research uses accuracy to evaluate model performance and decide which features should be 

included. The stopping criteria use the maximum number of features as a limit to avoid overfitting or 

complexifying the model more than necessary. 

The LR-SFS method provides a systematic approach to selecting the features that are most informative 

in predicting the target variable in logistic regression, which helps reduce the dimensionality of the features, 

improves model interpretation, and allows for building simpler and more efficient models [37]. 

3) Variance Threshold 

Variance Threshold feature selection is a technique used to select features in a dataset by evaluating their 

variance values [38]. The basic principle behind this approach is that features with very low variance, which 

tend to have almost constant values across data samples, provide little additional information for distinguishing 

the target class. Therefore, these features are considered uninformative or redundant in the context of analysis. 

This technique is suitable for use on data that has features measured on a similar scale [39]. The process starts 

by calculating the variance of each feature in the dataset. To calculate the variance of each feature, the following 

formula is used:   

 𝜎𝑗
2 =

1

𝑛
∑ (𝑥𝑖𝑗 − 𝜇𝑗)

2𝑛

𝑖=1
 (10) 

where 𝜎𝑗
2 is the variance of feature 𝑗, 𝑥𝑖𝑗  is the value of feature 𝑗 in the j-th sample, 𝜇𝑗 is the average of feature 

𝑗 and n is the number of elements in the data set. 

Next, a threshold value is set in this study. 0.05 is taken as the threshold, and features with variation below 

the threshold are removed from the dataset. This step helps filter out features that have too little variation to 

make a significant contribution to the model. Once the low-variation features are removed, the purified dataset 

can be used for further analysis, such as classification model building [16].  

4) Correlation Based Feature Selection (CFS) 

CFS is a technique based on the hypothesis that a good feature subset contains features that are highly 

correlated with the class label and mostly uncorrelated with each other [17]. This is because features that have 

a high correlation with the class label have the potential to provide significant information in prediction, while 

features that have a high correlation with each other are considered redundant and tend to provide similar 

information.  

The application process starts by calculating the correlation between each feature and the class label, as 

well as the correlation between features. The Pearson correlation formula is used to calculate the correlation in 

the CFS method, with the following equation: 
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 𝑟 =  
𝑁 ∑ 𝑥𝑖𝑦𝑖

𝑁
𝑖=1 − (∑ 𝑥𝑖

𝑁
𝑖=1 )(∑ 𝑦𝑖

𝑁
𝑖=1 )

√𝑁 ∑ 𝑥𝑖
2𝑁

𝑖=1 − (∑ 𝑥𝑖
𝑁
𝑖=1 )2  √𝑁 ∑ 𝑦𝑖

2𝑁
𝑖=1 − (∑ 𝑦𝑖

𝑁
𝑖=1 )2

) (11) 

 where 𝑟 is the correlation coefficient, 𝑥𝑖 is the 𝑖-th 𝑥 value, 𝑦𝑖  is the 𝑖-th 𝑦 value, and 𝑛 is the number of data 

samples [40]. 

Next, a merit value is calculated, which describes the quality of each feature combination or feature subset 

based on a heuristic value. This merit value helps evaluate how well a combination of features can distinguish 

or predict the target variable [41], [42]. The CFS method uses this merit value as a criterion for selecting the 

optimal feature subset to be included in the model. The following is the formula for calculating the merit value: 

 𝑀 =  
𝑘𝑟𝑐𝑓

√𝑘 + 𝑘(𝑘 − 1)𝑟𝑓𝑓

 (12) 

where 𝑀 is the merit score, 𝑘 is the number of features, 𝑘𝑟𝑐𝑓 is the average correlation between features and 

class labels, and 𝑟𝑓𝑓 is the average intercorrelation between features [43]. 

 

2.3. Support Vector Machine (SVM) 

After performing the feature selection process with four different methods, the next step is the 

classification stage. The new dataset generated from feature selection is then used to perform 

classification. Classification is a process that categorizes or groups objects into predetermined classes or 

categories based on a number of specific attributes or features [44]. The main purpose of classification is to 

develop a model or algorithm that can predict the class or category that corresponds to an unknown data object 

[45], [46]. In this research, the SVM model is used as a model for classification. 

In general, SVM is defined as a method that classifies linear and non-linear data [47], [48]. In the process, 

SVM classifies data points into two different groups in a 𝑑-dimensional space. Each data point 𝑥 in the data 

set has a label 𝑦, which can be either +1 or −1. Under the assumption that the data can be linearly separated 

by a hyperplane. The general hyperplane equation is as follows: 

 ℎ(𝑥) = 𝒘𝑇𝒙 + 𝑏 (13) 

So that the general hyperplane equation for two classes on the margin applies:  

 𝒘𝑇𝒙 + 𝑏 = +1 (14) 

 𝒘𝑇𝒙 + 𝑏 = −1 (15) 

where 𝒘 is the weight vector and 𝑏 is a scalar or bias. The distance between the hyperplane and the closest 

points of the two separated classes is called the margin which is defined as 
2

‖𝑤‖
, where ‖𝑤‖ is the Euclidean 

norm of the weight vector. To find the optimal hyperplane, a formulation is required that involves finding 𝑤 

that minimizes  

 
1

2
‖𝑤‖2 with conditions 𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) ≥ 1, ∀𝑖= 1, 2, … , 𝑛 (16) 

In the SVM formulation, the classification function is obtained by calculating the result of the dot product 

between the feature vector 𝑥 and the weight vector 𝑤. But in the dual SVM formulation, the weight vector is 

expressed as:  

 𝒘 = ∑ 𝛼𝑖𝑦𝑖𝑥𝑖

𝑛

𝑖=1

 (17) 

where 𝛼𝑖 is the Lagrange coefficient obtained from the solution of the SVM optimization problem. By 

substituting equation (17) into the decision function, the form of the SVM classification function is obtained:  

 𝑓(𝑥) = ∑ 𝛼𝑖𝑦𝑖𝒙𝒊
𝑇𝒙𝒊 + 𝑏

𝑛

𝑖=1

 (18) 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 271 

  Vol. 10, No. 2, June 2024, pp. 265-278 

 

 

Comparative Evaluation of Feature Selection Methods for Heart Disease Classification with Support Vector Machine 

(Winarsi J. Bidul) 

 

when the data is not linearly separable, a slack variable 𝜉𝑖 is used, and the parameter 𝐶 controls the 

misclassification penalty. The optimization problem in this case is to find the minimum value so that equation 

(16) changes to: 

 min
1

2
‖𝒘‖2 + 𝐶 ∑ 𝜉𝑖

𝑛

𝑖=1

 (19) 

with constraints  

 𝑦𝑖(𝒘𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖  (20) 

  In the process, the SVM model tries to find the best line or hyperplane that can separate two classes of 

data with optimal distance [49]. For data that cannot be linearly separated, the SVM model is modified by 

transforming it into a higher-dimensional vector space [50]. This creates a separating plane called a separating 

hyperplane that separates the data according to its class. This transformation process, known as the kernel trick, 

in its application to non-linear SVM models requires a kernel function:  

 𝐾(𝒙𝑖 , 𝒙𝑗) = 𝜑(𝑥𝑖)
𝑇𝜑(𝑥𝑗) (21) 

In this study, the dataset used is non-linear, which requires the use of a kernel function. The kernel 

function used is the polynomial kernel because it is suitable for data that has complex non-linear patterns and 

can handle a high degree of interaction between its features. The formula for calculating the polynomial kernel 

is as follows: 

 𝐾(𝒙𝑖 , 𝒙𝑗) = (𝒙𝑖
𝑇𝒙𝑗 + 𝐶)

𝑑
 (22) 

where 𝐶 is a bias constant that allows adjustment to the margin distance and 𝑑 indicates the degree of the 

polynomial used in the kernel mapping. 

The values of parameters 𝐶 and 𝑑 in this study were adjusted based on an understanding of the data and 

empirical experiments to achieve optimal performance. To determine the optimal value of C, experiments were 

conducted with several different values, and the one that gave the best performance on validation or test data 

was selected. 

  

2.4. Confusion Matrix  

In the operation of classification algorithms to assess two classification groups, a confusion matrix is used 

to obtain information about the data used in the comparison between the actual classification results and the 

classification results obtained through the SVM method [51]. The shape of the confusion matrix is presented 

in Table 1. 

 

Table 1. Confusion Matrix 

PREDICTION 
ACTUAL 

Positive Negative 

Positive TP FP 

Negative FN TN 

 

Based on Table 1, True Positive (TP) is a correct positive prediction when the true class is also positive, 

True Negative (TN) is a correct negative prediction when the true class is also negative, False Positive (FP) is 

an incorrect positive prediction when the true class is negative, and False Negative (FN) is an incorrect negative 

prediction when the true class is positive. 

 

2.5. Performance Evaluation 

 This study employed a number of metrics, including accuracy, precision, recall, and F1-score, to assess 

the effectiveness of SVM models based on the confusion matrix. 

1)   Accuracy 

Accuracy is an evaluation metric that measures the overall ability of a model to identify both True Positive 

and True Negative compared to the total number of tests or classifications. The formula for calculating accuracy 

is as follows [44]: 
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 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑁
 (23) 

2)   Precision 

Precision is a measure used to evaluate the extent to which a model or system is able to identify truly 

relevant examples among the set of examples considered positive by the model. Precision is calculated using 

the following formula [52]: 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (24) 

3)   Recall 

Recall is known as the success rate in retrieving information, which is a way to evaluate the extent to 

which the model can find relevant information. The formula for calculating recall can be expressed in the 

following equation [53]: 

 𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (24) 

4)   F1-Score 

F1-Score is a metric used to provide an overview of the average comparison between precision and recall. 

The formula for calculating F1-Score can be expressed by the following equation [54]: 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2(𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
=

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (25) 

 

3. RESULTS AND DISCUSSION  

The feature selection methods used in this research include LR-RFE, LR-SFS, CFS, and Variance 

Threshold. After obtaining the best features from each feature selection method, the next step is to apply the 

SVM model to perform classification. In this context, classification is used to predict whether someone has 

heart disease or not based on the features in the dataset. 

Simulations were conducted by dividing the data into training data and testing data that varied from a 

sample ratio of 50:50 to 80:20. After that, to gauge the accuracy of the model's performance, a confusion matrix 

is used. The confusion matrix provides an overview of how well the model can predict data classes. 

One indicator of good model performance is when the accuracy value is high, close to 100%. By 

calculating the accuracy using equation (23), the accuracy value of the SVM model using four feature selection 

methods is obtained, as shown in Table 2. 

 

Table 2. Accuracy Results of SVM Models with Different Distributions of Training and Testing Data from 

Four Different Feature Selection Methods 

Training:Testing 
Method 

LR-RFE-SVM LR-SFS-SVM CFS-SVM Variance threshold-SVM 

50:50 88% 88% 87% 88% 

60:40 89% 88% 87% 88% 

70:30 89% 89% 87% 89% 

80:20 89% 89% 87% 89% 

 

Table 2 and Fig. 2 above provide the results of the SVM model accuracy comparison using four different 

feature selection methods, which have been evaluated with various training and testing data. The analysis 

shows that the LR-RFE-SVM, LR-SFS-SVM, and Variance Threshold-SVM methods achieved the highest 

accuracy, reaching 89%. This happens because the three methods combine effective approaches to addressing 

the data classification problem. First, LR-RFE-SVM combines the Logistic Regression technique for recursive 

feature selection with SVM for classification. By performing recursive feature selection, the model can identify 

and use the most important features to improve classification accuracy. Furthermore, LR-SFS-SVM also 

utilizes Logistic Regression as the first step, but then performs forward feature selection to select the best subset 

of features. By incrementally selecting the most relevant features for classification, the model can improve 

accuracy by reducing the dimensionality of unimportant or noisy features. Finally, Variance Threshold-SVM, 

this method selects features that have a variance above a threshold. In this research, 0.05 is taken as the 
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threshold. By discarding features with low variance, the model can focus on more useful features to improve 

classification accuracy.  

 

 
Fig. 2. Accuracy Results Comparison Chart 

 

Meanwhile, the CFS-SVM method has lower accuracy compared to the other three methods because this 

method is less effective in selecting the most relevant features for the classification of heart disease data. CFS-

SVM uses correlation to select features, which may not be as optimal as the recursive or forward selection 

approaches used by the other methods. 

The importance of high accuracy in heart disease classification cannot be overlooked, given the huge 

impact of diagnostic errors in the clinical world. The ability to accurately predict the presence of heart disease 

can enable timely intervention and more effective management of patients, which in turn can reduce the risk 

of serious complications and improve clinical outcomes. 

Additionally, there exist supplementary evaluation metrics for SVM models, namely precision, recall, 

and f1-score, which are computed by the application of equations (24), (25) and (26). The outcomes of these 

computations are displayed in Table 3. 

 

Table 3. Model Evaluation Results of Each Feature Selection Method 

Training:Testing 
Model 

Evaluation 

Method 

LR-RFE-SVM LR-SFS-SVM CFS-SVM 
Variance threshold-

SVM 

 Precision 89% 89% 88% 89% 

50:50 Recall 88% 88% 87% 88% 

 F1-Score 88% 88% 87% 88% 

 Precision 89% 89% 88% 89% 

60:40 Recall 89% 88% 87% 88% 

 F1-Score 88% 88% 87% 88% 

 Precision 89% 89% 88% 89% 

70:30 Recall 89% 89% 87% 89% 

 F1-Score 88% 89% 87% 89% 

 Precision 90% 89% 88% 90% 

80:20 Recall 89% 89% 87% 89% 

 F1-Score 89% 89% 87% 89% 

 

Table 3 and Fig. 3 above show a comparison of evaluation results including precision, recall, and F1-

score for SVM models using four different feature selection methods across different training and testing data. 

Based on Table 3 and Fig. 3, it can be seen that there are variations in the performance of SVM models 

depending on the feature selection method used and the proportion of training-testing data selected. However, 

in general, LR-RFE-SVM and Variance threshold-SVM tend to provide better evaluation scores than LR-SFS-

SVM and CFS-SVM, especially at higher proportions of training data. While choosing a feature selection 

technique, consideration of the computation time and the number of retained features of each method is crucial.  

 

88%

89% 89% 89%

88% 88%

89% 89%

87% 87% 87% 87%

88% 88%

89% 89%

(50:50) (60:40) (70:30) (80:20)

LR-RFE-SVM LR-SFS-SVM CFS-SVM Variance Threshold-SVM
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Fig. 3. Model Evaluation Result Chart 

 

In the process of selecting a feature selection method, consideration of the computation time and the 

number of retained features of each method is crucial. In this study, LR-RFE-SVM takes a longer computation 

time, 329,7388 seconds, to retain 18 features. On the other hand, LR-SFS-SVM and CFS-SVM took 247,7429 

seconds and 221,6335 seconds, respectively, to retain 20 and 17 important features. Variance Threshold-SVM, 

on the other hand, tends to be faster with only 118,1540 seconds but manages to retain a larger number of 

features, namely 23 features. 

Computational efficiency and the number of retained features can have an impact on model performance. 

In this study, although LR-RFE-SVM requires longer computation time to retain 18 features, it provides good 

evaluation results. Meanwhile, other methods, such as LR-SFS-SVM and SVM-CFS, require less time but 

maintain almost the same number of features as or fewer than LR-RFE-SVM. Whereas Variance Threshold-

SVM, despite requiring faster computation time, managed to maintain a larger number of features. 

Thus, these results show that sometimes there is a compromise between computation time and the number 

of features retained, but in this case, there is not always a clear trade-off between the two. 

The practical implications of factors such as computation time and number of features become important 

in the context of real-world applications or decision-making processes. For example, in a clinical scenario for 

heart disease classification, efficient computation time is crucial as it can affect the speed of diagnosing and 

treating patients. In this case, choosing a feature selection method that requires shorter computation time, such 

as Variance Threshold-SVM, could be a better choice if there is no significant degradation in model 

performance. 

In addition, the number of features retained also has significant implications. In the development of heart 

disease classification models, retaining important and relevant features is crucial. However, too many retained 

features may lead to overfitting and worsen the generalization of the model. Therefore, finding a balance 

between retaining important features and avoiding overfitting is a top priority. In this regard, the selection of 

an appropriate feature selection method plays an important role in ensuring that the resulting model performs 

well and is reliable in clinical practice. 

Taking these factors into account, this study provides deeper insights into how the choice of feature 

selection method can affect the practical application of heart disease classification models. As such, the 

findings are not only relevant in an academic context but also have significant implications for improving the 

diagnosis and treatment of heart disease in daily clinical practice. 

 

4. CONCLUSION 

Based on the analysis, it is concluded that feature selection techniques play an important role in improving 

the performance of SVM models for heart disease classification. The LR-RFE-SVM, LR-SFS-SVM, and 

Variance Threshold- SVM methods show the highest accuracy, reaching 89%. The variation in model 
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performance depends on the feature selection method and the proportion of training-testing data used. In 

general, LR-RFE-SVM and Variance Threshold-SVM tend to provide better evaluation results. However, 

consideration of computation time and the number of retained features are equally important in the selection 

of feature selection methods. The Variance Threshold-SVM method emerged as an efficient choice by retaining 

a larger number of 23 features in a shorter time compared to the other methods. 

These results reflect the importance of selecting a suitable feature selection method for large datasets, 

such as heart disease. This research, therefore offers a better understanding of the effectiveness of various 

feature selection methods in improving the performance of SVM models in classification. Future development 

prospects could involve the exploration of other feature selection methods, the exploration of new feature 

selection techniques, and the exploration of ensemble approaches that combine several classification models. 

In addition, the application to more diverse datasets can be considered for future research. 

Thus, it is expected that this research not only contributes substantially to the understanding of the efficacy 

and efficiency of feature selection methods in the the context of heart disease classification but can also inspire 

further research in the development of better solutions for big data analysis. 
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