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 Advancements in information and computer technology, particularly in 

machine learning, have significantly alleviated human tasks. One of the 

current primary focuses is facial expression recognition using deep learning 

methods such as Convolutional Neural Network (CNN). Complex models 

like CNNs often encounter issues such as gradient vanishing and overfitting. 

This study aims to enhance the accuracy of CNN models in facial expression 

recognition by incorporating additional convolutional layers, dropout layers, 

and optimizing hyperparameters using Grid Search. The research utilizes the 

FER2013 public dataset sourced from the Kaggle website, trained and 

evaluated using CNN models, hyperparameter tuning, and downsampling 

methods. FER2013 comprises thousands of facial images representing 

various human expressions, with a specific focus on four facial expression 

categories (angry, happy, neutral, and sad). Through the addition of 

convolutional and dropout layers, as well as hyperparameter optimization, the 

developed model demonstrates a significant improvement in accuracy. 

Findings reveal that the refined CNN model achieves a highest accuracy of 

98.89%, with testing accuracy at 89%, precision 78%, recall 78%, and F1-

score 78%. This research contributes by enhancing facial expression 

recognition accuracy through optimized CNN models and providing a 

framework beneficial for the social-emotional development of children with 

special needs and aiding in the detection of mental health conditions. 

Additionally, it identifies avenues for future research, including exploring 

advanced data augmentation techniques and integrating multimodal 

information. Furthermore, this study paves the way for applications across 

diverse fields like human-computer interaction and mental health diagnostics. 
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1. INTRODUCTION  

Facial Expression Recognition (FER) has become a crucial aspect in various application contexts, 

including human-computer interaction and medical diagnostics [1]-[7]. This technology also has a significant 

impact in fields such as security, education, medical rehabilitation, and driver safety [8-13], as well as 

improving the effectiveness of human communication by enabling service providers to deliver more accurate 

responses [14-18]. However, the main challenge in generalizing FER across various datasets and real-world 

scenarios is highly complex [19]. The variability of facial expressions between individuals and situations 

requires systems to handle subtle and complex variations.  

Additionally, the diversity of datasets in terms of size, resolution, and demographic representation adds 

to the difficulty of training reliable models without compromising accuracy. Addressing potential biases in 

expression types and population groups necessitates a careful approach to ensure the fairness and precision of 

the models [20-22]. 
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The importance of facial expressions in human communication has become a significantly growing 

subject of research [23]. Various methods, especially those involving convolution processes on images, have 

been developed for facial expression recognition using deep learning, such as CNN [24].  

CNN have proven effective in automatically extracting features from images, enabling the training of 

models to recognize facial emotions with high accuracy [25-28]. Although the use of Convolutional Neural 

Network (CNN) in FER has proven effective, current methodologies often overlook specific innovations 

crucial for improving accuracy. 

The International Conference on Machine Learning (ICML) in 2013 introduced Facial Expression 

Recognition (FER) as a new challenge in the field of emotion recognition. FER provides a diverse dataset with 

complex natural challenges. The use of this dataset has tested the ability of CNN models to recognize facial 

emotions [29].  

Further research has optimized CNN models using methods such as Multi Branch and Convolutional 

Block Attention Module, achieving significant accuracy for various datasets, such as FER2013 with 69.49%, 

FERPLUS with 84.63%, and CK+ with 99.39% [18]. Although Multi Branch and Convolutional Block 

Attention Module are believed to enhance the performance of CNN, the risk of increasing model complexity 

may reduce recognition accuracy.  

In other research, dataset generalization was achieved using model architectures such as MobileNet and 

ResNet-18, which produced satisfactory accuracy for various types of datasets, including Thermal and RGB 

[30]. The use of CNN architectures like Multiple Branch Cross-Connected on datasets such as FER2013, CK, 

FER, and RAF has also shown significant progress in facial expression recognition, despite facing challenges 

related to architectural complexity and the limitations of available training datasets [31]. Although models like 

MobileNet and ResNet-18 have shown satisfactory results across various datasets, including thermal and RGB 

variations, challenges like overfitting remain an issue, especially with small datasets like FER2013. 

Based on previous research, this indicates that the CNN model for facial expression recognition with the 

FER2013 dataset still needs improvement. Current complex CNN models still face new challenges, including 

gradient vanishing and overfitting [32-38]. Therefore, improvements to CNN architecture are necessary to 

enhance the accuracy of CNN models in facial expression recognition. Some improvements, such as adding 

convolutional layers, can be used to extract information from input images in CNN [39-42], helping to reduce 

the potential loss of feature information from the input [43]. 

Although the proper hyperparameters are key to building CNN model architecture, especially in the 

convolution layers, clear guidelines for determining hyperparameters are still not fully available and are often 

determined through experimentation or based on previous researchers' experience [44-45]. One approach to 

improving CNN performance during the learning phase is hyperparameter optimization [46-47]. The grid 

search method is an effective approach to identifying optimal hyperparameter combinations by systematically 

evaluating various hyperparameter value combinations from a grid. 

In addition to improvements in CNN models, preparing the dataset to reduce overfitting is also necessary. 

Research [48] conducted by Ding-Xuan Zhou explains that high convolution usage can cause models to 

struggle in analyzing networks with increased width. To address this, downsampling should be used to reduce 

the network width resulting from convolution. Downsampling, which involves data cleaning techniques by 

removing less useful samples in the majority class rather than incrementally adding informative samples [49]. 

This research aims to refine CNN architecture by optimizing convolutional layers, hyperparameters, and 

data preprocessing to improve facial expression detection accuracy. The role of convolution in extracting 

features from input images is crucial to minimizing feature information loss during the early stages of data 

processing [31-32]. This research contributes by enhancing facial expression recognition accuracy through 

optimized CNN models and providing a framework beneficial for the social-emotional development of children 

with special needs and aiding in the detection of mental health conditions. 

 

2. METHODS  

In Fig. 1, the methodology used in this research is depicted. The research begins with input data, 

downsampling the dataset, data preprocessing, model training, model testing, detection, and model evaluation. 
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Fig. 1. Research Methodology 

 

2.1. Input Data  

To distinguish between various facial expressions, data was collected from the "Facial Expression 

Recognition 2013" (FER2013) dataset. The facial expression dataset was obtained from the website 

https://www.kaggle.com/datasets/msambare/fer2013?resource=download. This dataset consists of 

approximately 35,887 images divided into training and test categories. The dataset includes 28,709 training 

images and 7,178 test images, featuring human faces displaying various emotional expressions such as happy, 

sad, angry, fearful, disgusted, surprised, and neutral. Each image is 48x48 pixels in size and is in grayscale. 

This research focuses on the common expressions of angry, happy, neutral, and sad, with the entire dataset 

containing approximately 26,217 images. Fig. 2 shows a sample from the FER2013 dataset for each facial 

expression category. 

 

 
Fig. 2. Example of FER2013 dataset  

 

The dataset used in this research was obtained in a zip folder format from Kaggle. The initial process 

involved extracting the zip folder, resulting in a folder structure consisting of 'train' and 'test' folders. The 

dataset was then imported into the PyCharm application for model processing. 

To facilitate the program in reading and processing the dataset, the data was converted into CSV (Comma-

Separated Values) format according to the original dataset categories, namely 'train' and 'test'. The CSV format 

simplifies the model's access to labels, thereby streamlining the training process on the data. Fig. 3 shows the 

contents of the dataset that has been converted into CSV format. 

 

 
Fig. 3. Example of dataset in CSV format 

 

2.2. Downsampling Dataset 

Fig. 4 shows the total number of the four facial expressions in the dataset. It is evident from the dataset 

that there is an imbalance. To prevent overfitting due to this imbalance, a downsampling process was 
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conducted. Downsampling involves reducing the sample size in the dataset to match the number of samples in 

the smallest class. As seen in Fig. 4, the 'angry' category has the lowest count, so the downsampling process 

adjusts the other categories to match the size of the 'angry' category. Fig. 5 shows the amount of data after the 

downsampling process, with the number of data points in the angry, happy, neutral, and sad classes being 5,000 

each, resulting in balanced data. 

 

 
      Fig. 4. Data visualization 

 

 
         Fig. 5. Visualization of data downsampling 

 

2.3. Preprocessing Data 

Before conducting training on the model, data preprocessing is necessary to enhance data quality and 

model performance. In this study, which falls under supervised learning, preprocessing steps include Train-

Test Split, where the dataset is split into 80% training data and 20% testing data for model validation. 

Additionally, linking and labeling processes are performed on the dataset. Labeling is based on facial 

expression categories present. Labels in the dataset are aligned with the location in the image files, while links 

in the dataset are created to indicate the source or location of the image files used to associate images with 

labels. 

 

2.4. Training Model CNN 

In Fig. 6, the basic CNN architecture before improvements consists of several key components in the 

feature learning and classification processes. Feature learning includes convolutional layers, pooling layers, 

and ReLU activation, while classification involves flattening, fully connected layers, and softmax. This 

architecture allows the CNN to learn hierarchical representations from input images and classify them based 

on the learned features.  

In Fig. 7, the CNN architecture after several improvements to address overfitting is presented. In this 

study, two convolutional layers were added, followed by batch normalization and dropout layers. 
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Convolutional layers can add new features to capture more information from the dataset, improving the model's 

ability to learn from the data. The addition of batch normalization enhances the stability and performance of 

CNN training. Furthermore, dropout layers were added to help prevent overfitting by randomly "dropping out" 

(disabling) a number of neurons during training. 

 

 
Fig. 6. Basic CNN Architecture 

 

 
Fig. 7. CNN Architecture After Improvements 

 

Additionally, hyperparameter tuning was employed to find the best combination of hyperparameters using 

the Grid Search method, which involves testing every combination from a predefined set of hyperparameters. 

The Adam optimizer was employed to adjust each parameter using estimates of the first moment (mean of 

gradients) and the second moment (mean of squared gradients), helping the model converge faster and more 

stably. 

Table 1 presents the model hyperparameters used in this study. In this study, four convolutional layers 

are employed, each followed by a ReLU activation function and pooling layer, to enhance the detection of 

intricate features within the input image data. A solitary dense layer in the fully connected network is utilized 

to classify the features extracted by these convolutional layers. Furthermore, a dropout rate of 0.2 is applied, 

which means that 20% of the neurons in this layer are deactivated during each training cycle. Since the dataset 

encompasses four distinct class categories (more than two classes), the Categorical Cross-Entropy loss function 

is utilized.  

 

Table 1. Hyperparameter in the proposed model 
Parameter Value 

Convolution Layer 4 

Dense Layer 1 

Dropout 0.2 

Loss Function Categorical cross entropy 

Activation function ReLu 

Optimizer Adam 

Learning rate 0.001 

Number of epochs 100 

Batch size 16 

 

To address the issue of gradient vanishing, the ReLU activation function is used. ReLU activates neurons 

only if they have positive inputs, which accelerates the convergence process. The model training process 
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utilizes a learning rate to balance between fast convergence and stability. With 100 epochs, the model will see 

each sample in the dataset 100 times, and the model will be updated after every 16 data samples according to 

the batch size. 

 

2.5. Testing Model 

The model testing process aims to obtain facial expression detection results, specifically by calculating 

the number of detected facial expressions from the test data. The evaluation of accuracy utilizes a Confusion 

Matrix, which incorporates metrics such as accuracy, precision, recall, and F1-score. Accuracy measures the 

model's ability to classify different expressions effectively across the board. Precision shows how often the 

model correctly classifies a facial expression as positive when it predicts positive (measuring the model's 

accuracy in detecting a specific expression like "Angry" without misidentifying other expressions as "Angry" 

too often). Recall measures the model's ability to detect all instances of a particular expression, ensuring the 

model does not miss many expressions present in the data. The F1-score provides a balance between precision 

and recall, allowing for a more comprehensive evaluation of the model. Equations (1) to (4) represent the 

formulas for calculating accuracy, precision, recall, and F1-score [50]. 

According to (1), accuracy can be calculated by dividing the percentage of accurate positive and negative 

predictions by the total amount of data. The accuracy value can be obtained using the following formula. 

 Accuracy =
𝑇𝑃 +𝑇𝑁

𝑇𝑃 +𝑇𝑁 +𝐹𝑃 +𝐹𝑁
 × 100%  (1) 

Equation (2) states that precision is the ratio of all positive data that is deemed positive to the total number 

of correct positive forecasts. The following formula yields the Precision value. 

 Precision=
𝑇𝑃

𝑇𝑃 +𝐹𝑃
 × 100% (2) 

Recall is defined as the fraction of positive predictions to all positive true data (3). The following equation 

yields the recall value. 

 Recall=
𝑇𝑃

𝑇𝑃 +𝐹𝑁
 × 100% (3) 

The F1-Score is defined as the harmonic mean of recall and precision, as shown in (4). The following 

formula yields the F1-Score value. 

 F1-Score= 2 ( 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 ) × 100%  (4) 

Explanation: 

1. True Positive (TP) represents an image sample that is classified as positive and is indeed positive. 

2. True Negative (TN) represents an image sample that is classified as negative and is indeed negative. 

3. False Positive (FP) represents an image sample that is classified as negative but is actually positive. 

4. False Negative (FN) represents an image sample that is classified as positive but is actually negative. 

 

2.6. Detection 

Detection is performed to assess the model's precision in identifying human facial expressions in real-

time. How well the CNN model detects and distinguishes the four facial expressions is a crucial factor in 

assessing the model's accuracy in facial expression recognition. This is the main component in evaluating the 

CNN model's accuracy in facial expression detection. The model's correctness is the evaluation metric used in 

this study. 

 

3. RESULTS AND DISCUSSION  

 In Fig. 8, the performance graph of the model using the training dataset shows training accuracy indicated 

by the red line and validation accuracy indicated by the blue line. Fig. 8. demonstrates that the training accuracy 

of the CNN model before improvements reached 100%, whereas the validation accuracy was only 70%. This 

30% gap indicates substantial overfitting, where the model excels at recognizing patterns in the training data 

but struggles to apply these patterns to new data (validation set). 

In Fig. 9, the training accuracy of the CNN model is shown after modifications to the model architecture, 

including adding convolutional layers, batch normalization, and dropout layers. This improved CNN model 

demonstrates a better balance between training and validation accuracies, indicating that the model is no longer 

overfitting and can generalize well. The training accuracy of this model reaches 98.89%, while the validation 

accuracy achieves 89.9%. 

http://issn.lipi.go.id/issn.cgi?daftar&1368096553&1&&


ISSN: 2338-3070 Jurnal Ilmiah Teknik Elektro Komputer dan Informatika (JITEKI) 285 

  Vol. 10, No. 2, June 2024, pp. 279-289 

 

 

Development of Convolutional Neural Network Models to Improve Facial Expression Recognition Accuracy 

 (Fatimatuzzahra) 

In Table 2, the evaluation results for 200 human facial expression images are presented. Overall, 178 

facial expression images were correctly detected, 22 images were falsely identified as facial expressions when 

they were not (false positives), and 22 facial expression images were missed (false negatives). Table 2 shows 

that the accuracy, precision, recall, and f1-score of the test results each reached 89%, 78%, 78%, and 78%, 

respectively.  

 

 
Fig. 8. The accuracy results of the basic CNN model 

 

 
Fig. 9. The accuracy results of the CNN model after improvements 

 

Table 2. The Evaluation Results of the CNN Model After Improvement 

Data TP FP FN TN Accuracy Precision Recall F1-Score 

Data Testing 156 44 44 556 89% 78% 78% 78% 

 

TP represents the number of cases where the model correctly detects existing facial expressions; a high 

TP value indicates that the model is proficient at recognizing facial expressions. FP indicates the number of 

cases where the model erroneously detects facial expressions that do not exist, and a low FP value suggests 

that the model tends to accurately detect expressions. The number of cases where the model fails to detect 

actual expressions is represented by FN. FN indicates the model's weakness in detecting specific expressions 

and can reduce confidence in the model's detection results. 

The study evaluates the performance of the enhanced CNN model and compares it with that of the basic 

CNN model (before improvement) using the same dataset. Table 3 displays the performance comparison 

between the two models for facial expression detection. 

From Table 3, which contrasts the model's performance, it's apparent that the enhanced CNN model has 

shown improved performance. Specifically, accuracy increased by 0.25%, recall increased by 1.3%, and f1-

score increased by 1.3%. The performance of the enhanced CNN model suggests that this CNN architecture 

outperforms the basic CNN model, especially across multiple performance metrics including accuracy, 

precision, recall, and f1-score. 
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Table 3. Model Performance Comparison 

Algorithm TP FN FP TN A P R F1-Score 

Basic CNN 155 47 43 555 88,75% 78,2% 76,7% 76,7% 

Improved CNN 156 44 44 556 89% 78% 78% 78% 

 

Real-Time Facial Expression Detection Results 

Fig. 10. displays real-time outcomes for detecting human facial expressions. In the image, the improved 

model successfully detects all tested categories of facial expressions: angry, happy, neutral, and sad. This 

demonstrates that the modified model is capable of identifying facial expressions with high accuracy in real-

time conditions. 

 
  

  

Fig. 10. Real-Time Detection Outcomes of the Enhanced CNN Model 

 

4. CONCLUSION 

Based on the conducted research, the improved CNN model has proven to be quite effective in detecting 

human facial expressions. Comprehensive testing yielded satisfactory results, with a training accuracy of 

98.89%, testing accuracy of 89%, precision of 78%, recall of 78%, and f1-score of 78%. Additionally, the 

improved CNN model successfully detected facial expressions in real-time with good accuracy. These results 

indicate significant progress in the model's performance in recognizing human facial expressions. They provide 

evidence that the applied improvements can enhance the model's ability to accurately monitor the emotional 

states of children with special needs and detect mental health issues. 

Although this study shows how CNN models are effective in identifying facial expressions in humans, 

there is significant potential for further research in developing more advanced model architectures. One 

intriguing area is the exploration of integrating state-of-the-art techniques such as Faster R-CNN or YOLO for 

facial expression detection. Research could focus on optimizing detection performance while considering 

factors like speed, accuracy, and adaptability to variations in facial expressions. 
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