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 In this research we apply several machine learning methods and word 

embedding features to process social media data, specifically comments on 

the Disney Plus Hotstar application. The word embedding features used 

include Word2Vec, GloVe, and FastText. Our aim is to evaluate the impact 

of these features on the classification performance of machine learning 

methods such as Naive Bayes (NB), K-Nearest Neighbor (KNN), and 

Random Forest (RF). NB is very simple and efficient and very sensitive to 

feature selection. Meanwhile, KNN is known for its weaknesses such as 

biased k values, overly complex computations, memory limitations, and 

ignoring irrelevant attributes. Then RF has a weakness, namely that the 

evaluation value can change significantly with just a slight change in the data. 

Feature selection in text classification is crucial for enhancing scalability, 

efficiency, and accuracy. Our testing results indicate that KNN achieved the 

highest accuracy both before and after feature selection. The FastText feature 

led to the highest performance for KNN, yielding balanced accuracy, 

precision, recall, and F1-score values. 
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1. INTRODUCTION  

The integration of data derived from social media represents a significant advancement, offering an 

alternative data source to traditional data collection methods [1], [2], [3]. Social media data collection is 

efficient in various aspects, including cost-effectiveness, real-time data acquisition, and the ability to capture 

detailed community opinions [4], [5]. The analysis of public responses and opinions using social media data is 

known as sentiment analysis [6], [7], [8].  

Sentiment analysis, a subset of natural language processing (NLP), employs machine learning methods 

to identify and extract factual details and emotional nuances from written text, determining the general 

sentiment—positive, neutral, or negative—expressed by the writer [9], [10], [11]. Applying sentiment analysis 

to extensive textual datasets, such as social media updates or user comments, allows for comprehensive analysis 

of public sentiment [12], [13], [14]. 

Several previous studies have explored sentiment analysis. For instance, Elik Hari Muktafin analyzed 

public service customer satisfaction using KNN with the TF-IDF feature, achieving an accuracy of 74% [15]. 

Heru Agus Santoso et al. examined sentiment analysis of hoax news using Naive Bayes, resulting in an 

accuracy of 77% [9].  Meanwhile, M. Ali Fauzi conducted sentiment analysis in Indonesian using Random 

Forest, achieving an average Out of Bag (OOB) value of 82,9% [16]. Ari Basuki conducted research on 

Sentiment Analysis of Customer Reviews of Delivery Service Providers on Twitter Using Naive Bayes 

Classification and produced a low accuracy of 50.6% [17]. Kartikasari Kusuma Agustiningsih analyzed 

Indonesian public sentiment towards the COVID-19 vaccine on Twitter using BiLSTM and word embedding 

features, namely FastText and Glove. The combination of BLSTM and FastText produces an accuracy of 
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75.76%. The combination of BLSTM and GLove produces an accuracy of 74.70% [17]. These studies indicate 

potential for improving classification performance through experiments with various machine learning 

methods and features. 

In NLP, computers lack an inherent understanding of textual language, necessitating techniques to convert 

words into vectors for effective processing. Word vector representation remains a compelling area of ongoing 

research, as it significantly impacts the accuracy and efficacy of learning models. This technique is a crucial 

aspect of feature engineering, which is particularly challenging in the context of unstructured text. A popular 

strategy in this domain is the use of word embedding features [18], [19], [20]. 

This research integrates word embedding features with several classification methods. Common 

classifiers for sentiment analysis include machine learning methods [21], [22], [23] and deep learning method 

[24], [25], [26]. In this study, we focus on machine learning methods, specifically Naive Bayes, KNN, and 

Random Forest. However, each method has its drawbacks. Naive Bayes struggles with complex dimensions, 

leading to lower classification accuracy and biased results [27]. K-Nearest Neighbor is highly dependent on 

feature scaling [28], [29]. Random Forest requires substantial computing resources for high accuracy, leading 

to longer prediction times [30], [31]. 

We evaluated the efficacy of various classifier methods by testing their performance with different word 

embedding features: Word2Vec [32], GloVe [33], and FastText [34]. The experimental process utilized a 

sentiment analysis dataset from Netflix user comments. Netflix was chosen due to its dominant popularity in 

streaming services, large user base, and diverse content, making it a relevant subject for understanding user 

preferences in digital entertainment. Analyzing user sentiment—whether positive or negative—provides 

valuable insights into their perceptions of the service, interface, and content. 

The contribution of this research is that we conducted sentiment analysis of comments on the Disney Plus 

Hotstar application. Apart from that, the contribution of this research is increasing the evaluation value of the 

classification performance of machine learning methods with word embedding features and analyzing their 

performance. 

 

2. METHODS  

To achieve optimal results, we followed a series of essential steps to develop an appropriate model and 

maintain a clear focus on our research objectives. The steps involved in the classification process are illustrated 

in Fig. 1.  

• Initially, data collection required the use  the data for this research was collected from user comments on 

the Disney Plus Hotstar application on the Google Play Store 

• Next, the text undergoes preprocessing, an important step in preparing it for training and testing, which 

involves  Data Cleaning, Case Folding, Tokenization, Stopword Removal, Stemming and Labeling. 

• After preprocessing, the research moves on to conducting training and testing, which involves two 

approaches: one without utilizing features and the other using features. In the feature-based approach, each 

word embedding feature is applied with each classifier.. The analysis considers parameters such as 

accuracy, precision, recall and F1-score. Testing is carried out using the results of each feature in each 

classifier.  

• After implementing all the methodologies, the next step is to compare the results of the training and testing 

process for each approach. Each classifier integrates each word embedding feature  

• The process ends with an evaluation of the training and testing procedures, as well as an analysis of the 

resulting classification performance. 

 

2.1.  Dataset 

The data for this research was collected from user comments on the Disney Plus Hotstar application on 

the Google Play Store using Python and web scraping techniques. We used the Google Play Scraper Python 

library for data crawling, as depicted in Fig. 2. The attributes used in this study include: 

• Username: The name of the user who posted the comment. 

• Score: The rating given by the user to the application, ranging from 1 to 5. 

• Content: The text of the user comments regarding the application. 

• The raw data underwent several preprocessing steps to create a ready-to-use dataset. 

 

 

2.2. Preprocessing 

After collecting user review data, we performed preprocessing to ensure the data was clean, structured, 

and ready for sentiment classification. The preprocessing stages included: 
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• Data Cleaning: Removing noise and irrelevant information. 

• Case Folding: Converting all text to lowercase. 

• Tokenization: Splitting text into individual words or tokens. 

• Stopword Removal: Removing common words that do not contribute to sentiment (e.g., "and," 

"the"). 

• Stemming: Reducing words to their base or root form. 

• Labeling: Assigning sentiment labels to the comments. 

 

2.3. Word Embedding 

Each word was represented as a low-dimensional numerical vector, capturing semantic details from 

extensive text corpora. We used pre-trained models for three word embedding techniques: 

 

2.3.1. GloVe 

GloVe (Global Vectors for Word Representation) relies on co-occurrence and matrix factorization to 

produce vectors, establishing statistical relationships between words by constructing a large matrix of word co-

occurrences [33], [35]. 
 

 
Fig. 1. Research Framework 

 

2.3.2. Word2Vec 

Word2Vec creates vectors based on word co-occurrences, using either context prediction (predicting 

surrounding words from a given word) or the Bag-of-Words model (predicting words from a given context) 

[36], [32]. 

2.3.3. FastText 
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FastText represents each word as a collection of n-gram characters, capturing the essence of shorter 

words and understanding prefixes and suffixes. This approach allows FastText to handle words not present in 

the training data by decomposing them into n-grams [34], [37]. 

 

 
Fig. 2.  Data collection flow chart 

 

2.4. Learning Model 

We evaluated the performance of three machine learning algorithms using the word embedding features: 

 

2.4.1. K-Nearest Neighbor 

KNN classifies objects based on the proximity of training data points [38], [39], [40]. It does not involve 

an offline training phase [41] . Instead, it stores all training documents and computes distances during the 

prediction phase [42]. KNN assigns classes based on the closest neighbors and their categories [43]. 

 

2.4.2. Naïve Bayes 

Naïve Bayes is a simple probabilistic classifier that assumes feature independence [44], [45]. It balances 

performance with computational efficiency and performs well with small sample sizes due to inherent 

regularization [46], [47]. However, it struggles with interactions between features [48]. 

 

2.4.3. Random Forest 

Random Forest is an ensemble learning method that constructs multiple independent decision trees [49], 

[50]. Each tree votes on the class of a test example, and the majority vote determines the final prediction [51]. 

Random Forests address overfitting by aggregating diverse trees created through random feature and data 

selection [52]. 

 

3. RESULTS AND DISCUSSION  

This section provides an overview of the outcomes and deliberations stemming from experiments 

conducted according to the research framework outlined in the preceding section. The experiments revolve 

around the assessment of social media text data using a variety of machine learning methods and word 

embedding features. With 80:20 split validation. The tests carried out in this research included machine 

learning testing with variations of word embeddings. Machine Learning is a sentiment classification method 

for text data used in this research. The following types of machine learning methods are used, namely: Naive 
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Bayes (NB), K-Nearest Neighbor (KNN) and Random Forest (RF). For word embedding, we use 3 features, 

namely:  Word2Vec, GloVe and  Fast Text. 

Table 1 is the test results of sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the Naive Bayes algorithm without using features. The test results are stored in a confusion 

matrix with each evaluation result. You can see that the results are false positive = 111 and false negative = 95. 

These values are considered very high so they result in low accuracy values. 

 

Table 1. Confusion Matrix of NB 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 351 FP = 111 

Class = No FN = 95 TN = 343 

 

Table 2 is the test results of sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the Naive Bayes algorithm and using the word2vec feature. The test results are stored in a 

confusion matrix with each evaluation result. It can be seen that the results are false positive = 99 and false 

negative = 71. These values are in the ideal area for increasing the classification performance evaluation value 

so that it has an impact on higher accuracy values. 

 

Table 2. Confusion Matrix of NB after using the Word2Vec feature 

  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 509 FP = 99 

Class = No FN = 71 TN = 221 

 

Table 3 is the test result of sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the Naive Bayes algorithm and using the Glove feature. The test results are stored in a 

confusion matrix with each evaluation result. It can be seen that the results are false positive = 92 and false 

negative = 82. These values are also in the ideal area for increasing the evaluation value of classification 

performance. 

 

Table 3. Confusion Matrix of NB after using GloVe feature 

  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 445 FP = 92 

Class = No FN = 82 TN = 281 

 

Table 4 is the test result of sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the Naive Bayes algorithm and using the FastText feature. The test results are stored in a 

confusion matrix with each evaluation result. It can be seen that the results are false positive = 81 and false 

negative = 71. This value is very ideal for calculating the increase in classification performance evaluation 

value and produces the best value for Naive Bayes. 

 

Table 4. Confusion Matrix of NB after using FastText feature 

  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 471 FP = 81 

Class = No FN = 71 TN = 287 

 

Fig. 3 illustrates the experimental results regarding sentiment analysis of Disney Plus Hotstar Application 

user data, which consists of 900 records. The analysis was performed using Naive Bayes techniques with three 

different word embedding features, in addition to a configuration without any features. In this experiment, it 

was seen that there was an increase in the value before using the feature and after using the word embedding 

feature. The highest word embeddings are generated by the FastText feature. All features are able to increase 

the classification performance evaluation value and generally produce values that tend to be stable, namely the 

Glove feature and the FastText feature, only the word2vec feature is unstable. 
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Fig. 3. Comparison graph of NB evaluation values with word embedding 

 

In general it can be stated that Naive Bayes often works well on text data because its conditional 

independence assumption fits well with word representation models (Bag-of-Words or TF-IDF). However, 

when using the Word Embeddding feature, Naive Bayes may not fully utilize this information. 

Next Table 6 is the result of testing sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the KNN algorithm without using features. The test results are stored in a confusion matrix 

with each evaluation result. It can be seen that the results are false positive = 103 and false negative = 85. This 

value is considered very high, resulting in a low accuracy value. 

 

Table 6. Confusion Matrix of KNN 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 471 FP = 103 

Class = No FN = 85 TN = 241 

 

Table 7 is the result of testing sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the KNN algorithm and using the word2vec feature. The test results are stored in a confusion 

matrix with each evaluation result. It can be seen that the results are false positive = 95 and false negative = 

79. This value is enough to increase the classification performance evaluation value, but it is not significant. 

 

Table 7. Confusion Matrix of KNN after using Word2Vec feature 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 507 FP = 95 

Class = No FN = 79 TN = 219 

 

Table 8 is the result of testing sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the KNN algorithm and using the Glove feature. The test results are stored in a confusion 

matrix with each evaluation result. It can be seen that the results are false positive = 97 and false negative = 

77. These values are also sufficient to increase the classification performance evaluation value, but are also not 

significant. 

 

Table 8. Confusion Matrix of KNN after using GloVe feature 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 489 FP = 97 

Class = No FN = 77 TN = 237 

 

Table 9 is the result of testing sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the Naive Bayes algorithm and using the FastText feature. The test results are stored in a 

confusion matrix with each evaluation result. It can be seen that the results are false positive = 64 and false 

negative = 48. These values are ideal for calculating increased classification performance evaluation values 

and producing the best value for KNN. 
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Table 9. Confusion Matrix of KNN after using FastText feature 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 511 FP = 64 

Class = No FN = 48 TN = 277 

 

Fig. 4 explains the experimental results of Disney Plus Hotstar Application user sentiment analysis data 

of 900 records, using the KNN method with three word embedding features and one without using features. In 

this experiment, it can be seen that there was also an increase in the value before using the feature and after 

using the word embedding feature. The highest word embedding is also produced by the FastText feature. All 

word embedding features are able to increase the evaluation value of KNN, and generally produce stable values. 

 

 
Fig. 4. Comparison graph of KNN evaluation values with word embedding 

 

In general it can be stated that KNN works by finding the shortest distance between feature vectors. With 

the Word Embedding feature, KNN can provide good results if the distance between vectors effectively 

separates the classes. However, KNN can be slow and less efficient on large data because it has to calculate 

the distance to all points in the training dataset 

The following is Table 11 of the results of testing sentiment analysis of user comments. The Disney Plus 

Hotstar Application uses the RF algorithm without using features. The test results are stored in a confusion 

matrix with each evaluation result. It can be seen that the false positive results = 149 and false negative = 154. 

This value is very high so it produces a very low accuracy value 

 

Table 11. Confusion Matrix of RF 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 355 FP = 149 

Class = No FN = 154 TN = 242 

 

Table 12 is the result of testing sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the RF algorithm and using the Word2Vec feature. The test results are stored in a confusion 

matrix with each evaluation result. It can be seen that the results are false positive = 76 and false negative = 

74. These values are very good for getting an increase in the classification performance evaluation value and 

producing the best value for RF. 

 

Table 12. Confusion Matrix of RF after using Word2Vec feature 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 463 FP = 76 

Class = No FN = 74 TN = 287 

 

Table 13 is the result of testing sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the RF algorithm and using the Glove feature. The test results are stored in a confusion 

matrix with each evaluation result. It can be seen that the results are false positive = 113 and false negative = 
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95. Even though there is a rather significant increase compared to without using the feature, this value is still 

considered and produces an accuracy value that is not yet good. 

 

Table 13. Confusion Matrix of RF after using GloVe feature 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 404 FP = 113 

Class = No FN = 95 TN = 288 

 

Table 14 is the result of testing sentiment analysis of comments from users of the Disney Plus Hotstar 

Application using the RF algorithm and using the FastText feature. The test results are stored in a confusion 

matrix with each evaluation result. It can be seen that the results are false positive = 141 and false negative = 

122. This value is still considered not good, because it produces a value that is still low. 

 

Table 14. Confusion Matrix of RF after using FastText feature 
  Actual Class 

Predicted Class  Class = Yes Class = No 

Class = Yes TP = 413 FP = 141 

Class = No FN = 122 TN = 224 

 

Fig. 5 explains the experimental results of Disney Plus Hotstar Application user sentiment analysis data 

of 900 records, using the Random Forest algorithm with three word embedding features and one without using 

features. In this experiment, it can be seen that there was also an increase in the value before using the feature 

and after using the word embedding feature. In this case, the highest word embedding is produced by the 

Word2Vec feature. All word embedding features are able to increase the evaluation value of Random Forest, 

and generally produce stable values. 

 

 
Fig. 5. Comparison graph of RF evaluation values with word embedding 

 

In general it can be said that Random Forest tends to provide better performance because it utilizes a large 

number of decision trees and random features to reduce overfitting. With the word embedding feature, Random 

Forest can capture more interactions between features that Naive Bayes or KNN might ignore. 

From all the machine learning tests carried out, it can be seen that the KNN algorithm achieved the highest 

accuracy level of 79.11%, while the Random Forest algorithm produced the lowest accuracy of 66.33%, before 

including any word embedding features. Meanwhile, the highest accuracy results after using the word 

embedding feature were obtained from the KNN algorithm with the FastText feature with a value of 87.55% 

and the lowest accuracy was obtained from the Random Forest algorithm with the FastText feature. After 

looking at all classification performance evaluation values, namely accuracy, precision, recall and f1-score, the 

best algorithm is the KNN algorithm with stable evaluation results on all word embeddings. All tests still 

tolerate false positive and false negative errors. All algorithms still use the original parameters. This could be 

a gap for further research such as reducing the value of false positives or false negatives. The gap to improve 

accuracy can also be achieved by tuning all hyperparameters. 

Furthermore, the best word embedding produced in this experiment was FastText which gave the highest 

score on the KNN algorithm. This is very much in line with how each method works. One of fastText's 

distinctive features lies in its incredible speed and efficiency. The design facilitates fast training on large 
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corpora, making it ideal for real-time applications and large-scale datasets. Additionally, the ability to generate 

embeddings for subword units significantly increases its usefulness, especially in scenarios involving rare or 

invisible words. These attributes have proven invaluable across a wide range of linguistic landscapes and 

specific domains.. 

The experiments included machine learning testing with variations of word embeddings. The machine 

learning methods used for sentiment classification in this research are Naive Bayes (NB), K-Nearest Neighbor 

(KNN), and Random Forest (RF). For word embedding, we utilized three features: Word2Vec, GloVe, and 

FastText. The results demonstrate that incorporating word embedding features significantly improves the 

performance of sentiment classification models. FastText consistently provided the best results across different 

algorithms due to its ability to capture subword information and its efficiency in handling large datasets. 

Despite the improvements, all models still exhibited false positives and false negatives. Further research 

could focus on reducing these errors by tuning hyperparameters and exploring advanced preprocessing 

techniques. Additionally, enhancing the training datasets with more diverse samples may further improve the 

model's robustness. The findings confirm that FastText's speed and subword representation capability make it 

particularly effective for sentiment analysis tasks, aligning well with the results observed in this study. 

 

4. CONCLUSION 

In this paper, we investigated the impact of various machine learning methods combined with several 

word embedding features on the classification performance of sentiment analysis for Disney Plus Hotstar user 

comments. Specifically, we compared the performance of Naive Bayes (NB), K-Nearest Neighbor (KNN), and 

Random Forest (RF) algorithms before and after incorporating word embedding features such as Word2Vec, 

GloVe, and FastText. The experiments demonstrated that all machine learning methods experienced an 

improvement in classification performance metrics—accuracy, precision, recall, and F1-score—when word 

embedding features were applied. Among the tested methods, KNN achieved the highest accuracy of 79.11% 

without any word embedding features. After incorporating word embeddings, KNN with the FastText feature 

yielded the highest accuracy of 87.55%. Additionally, KNN exhibited balanced performance across all 

evaluation metrics (accuracy, precision, recall, and F1-score) when combined with the FastText word 

embedding feature, underscoring its robustness and effectiveness in sentiment analysis tasks. These findings 

highlight the significant role of word embedding features in enhancing the performance of machine learning 

algorithms for sentiment classification. FastText, in particular, proved to be the most effective word embedding 

feature, likely due to its ability to capture subword information and handle large datasets efficiently. Future 

work could focus on further reducing false positive and false negative rates by fine-tuning hyperparameters 

and employing more advanced preprocessing techniques. Expanding the dataset with more diverse samples 

may also enhance the model's robustness and generalizability. 
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