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Abstract- Grid computing can be considered as a large-scale distributed cluster computing and parallel distributed network processing, The two most
important issues in managing user works are resource allocation and scheduling of required resources. When user jobs are submitted, they are managed
by resource intermediarics which find and allocate the right resofiles. After the resource allocation stage, work is scheduled on the existing resources
according to the user's required resources. In most grid atcms with traditional scheduling, jobs are submitted and in waiting room queues to
wait for the required resources to become available, Each grid system can use a different scheduling algorithm to execute jobs based on other parameters,
n:h as resources, delivery time, and execution duratdon. There is no guarantee that these traditional scheduling algorithms will get the job done. The
First Come First Serve Left Right Hole Scheduling (FCFS-LRH) reservation strategy improves resource m:&ﬁcm in a grid system by using a local
scheduler, compared to traditional strategies. There are two objectives of this research. First, comparing the first fit, best fit, and worst fit algorithms
to find empty timeslots and place them in a virtual view. Second, reducing the idle time value. The results showed that the FCFS-LRH method could
reduce the idle time value of the FCES-EDF and FCES methods. The overall execution time of the first fit with the FCFS-LRH strategy is better than

the FCFS-EDF.
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1. Introduction

In general, a grid computing system is used to increase the
utilization of homogeneous or heterogeneous resources so that
workload management will be optimal [1][2|[3][4]. Computing
resources facilitate organization formation such as servers,
network nodtastoragc clements [5]. Resources clustered together
will result in a robust computing environment. Grid computing
allows independent users and organizations to utilize untapped
CPU cycles, such as databases, scientific tools, and storage
elements. Millions of computer systems will be intcrconm&d,
placed on a global network with minimal access costs[6]. Grid
computing is similar to Power Gridlines, as in power comBu‘
operations. The grid system model provides the sharing of dara
and computing resources regardless of the location and origin of
the resources. Grid users will submit their work to the Grid
opcratingstcm via an interface. Then, the Grid system decides
and finds computing resources that can serve the user's needs.[7].
Complete research on Grid done in the reference [8][9][10][11].

Grid computing is a promising next-generation science,
engineering, and research problem-solving technology. Grid
computing diffcrar()m conventional distributed computing in
that it focuses on large-scale resources, sharing innovative
applications. Grid computing is a problem-solving environment
that leverages unused resources and maximizes tesource

capability. Grid computing uses an innovative approach in
leveraging existing information technology infrastructure  to
optimize computing resources in managing data and computing
workloads [12|[13]. The grid computing platform enables the
sharing, selection, and combination of geographically distributed
heterogeneous resources (data sources and computers), belonging
to different managerial organizations (virtual organizatons) to
answer large-scale  engineering, commerce, and science
problems.[14|[15][16]. The ptrimary purpose of parallel
computers is to overcome the single processor speed blockage
[17]. There are three approaches to creating parallel applications.
The first approach is based on automatic parallelization, with this
approach, the programmer does not have to worry about
parallelizing jobs. The second approach is based on the use of
parallel libraries. This approach has the same parallel code for
multiple applications placed in the parallel library. The third
approach is re-coding or writing code from scratch in making
parallel applications. Programmers are free to choose the language
and programming model used to create similar applications[18].

Jobs from users are submitted and managed by a resource
broker who must find and allocate the right resources for the job.
After the resource allocation stage, the work must be scheduled on
the existing resources according to the user's required resources, in
most of the grid systems with traditional scheduling, the work is
submitted and placed in a waiting room queue to wait for the
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required resources to become available. Ea erid system can use
a different scheduling algorithm to execute jobs based on different
parameters, such as the number of resources, delivety time, and
execution  duration.  With  this  traditional  scheduling
algorithm(FCES), there is no guarantee the job will be executed.
FCES-EDS is proposed to provide guaranteed jobs executed on
grid computing[19]. First fit algorithm is used bn7C175—EDS 8}
place jobs in empty spaces in virtual views. Once the job is placed
in the virtual view, the user will be notified that the job has been
accepted. The job to be executed will be mapped to the physical
view. The weakness of FCFS-EDS is that user-submitted jobs are
not placed on the left side of the virtual view used. By not placing
a job on the left side of the virtual view, it nsuspected that it can
cause a high delay. The reservation strategy First Come First Serve
Left Right Hole Scheduling (FCFS-LRH)[20] is proposed to
improve tesource utilization in the grid system. Job requests are
sent based on number of jobs, initial start tme, execution e
Incoming user requests will be sorted by priority of execution start
time, execution time, and required amount of resources. The
accepted job will be placed in the virtual view and sent to the
}*sical view when it is executed. The purpose of this study: first,
first fit, best fit, and worst fit alporithms will be used on FCFS-
LRH then compared with anS—l:'DS first fit. Which algorithm
has the best timing when the job is placed in the virtual view.
Second, compating the FCFS-LRH method with FCFS-EDS and
FCFS, can the FCF5-LRH method reduce idle time?.

2. Methods

The steps in this research are as follows: first, determine the
tools used in the study. Second, determine the amount of data to
be used obtained from randomly generated data. Generate data
using usability factors 2 and 3 and flexibility values from 25‘“0
100%. The three data generated results will use as input to the first
fit, best fit, and worst fit algorithms to get the execution time value
for the virtual node.

1. Took and materialk
1.1, Tools
Hardware and software requirements needed to run the
simulation and test the proposed reservation scheduling algorithm
in this study:

Hardware.
a. Prosesor: Amd A 10-5750 M APU 2.50 GH=z
b. Ram ;16 GB.
c. Disk drive : 320 GB.
d. Display = 127 Wide-sereen.
software

a.  Operating Systems windows 8 04 bit.
b. Eelipse Kepler Build id:20130614-0229AppServ v2.5.8 :
Web Server.

1.2, Materials

The data collection method used is a literature study method
that refers to research data [19][21](22][23]. Figure 1 shows the L
of a workload generator. The user submits a job description (1)
based on the user's job description [Bhd prid description
information, which will be used as input to the workload gene
(2). The output of the workload generator is then submitted or sent
back to the grid (3). The network environment is responsible for
carrying out the work, ning the user output (4), and generating
a detailed work report. The user processes all the results in a post-
production step (5).
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Figure 1. Generate Workload Process Model on Grid Compating (24|

2. Workload Generator
The scheduling performance proposed in this d}-’ checked

using data generated from the workload generator. The workload
generator oamt used as input to the proposed reservation
scheduling. Characteristics of the workload generator in this

study[19][21][22][23]:
a. The arrival rate of incoming jobs follows the Poisson
distribution [21].

b. The execution period of each reservation request is
uniformly distributed.

c. The carliest start time of each reservation is uniformly
disttibuted.

d. The flexible reservation percentage is randomly selected.
Relax time range for each flexible reservation is uniformly
distributed.

. The required amount of resources is uniformly distributed.

¢. The width of the timeslot in this study is 5 minutes [2].

The number of jobs generated is 800.

3. Methed FCFS-ILRH

An empty timeslot will be found in the virtual view when a user
submits a job to the grid. If an empty timeslot is found, the job will
be allocated to the virtual view. The user will be notified that the
job is accepted. If no empty timeslot is found the job will be
rejected. Contains a description of how to carry out research.
Figure 2. below shows the parameters used by the FCFS-LRH
Method. User will submit(jobld, tesrtlsrte, numCN). The
function of each parameter can be explained as follows:
jobld: job number.
tesr : earliest start time the job can executed.
tlsr : the last start time the job can executed
te :Job execution time
numCN  : The number of resources needed by the job.
tf : Total time flexibility
trl, tr2 :left and right side flexibility time.
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Figure 2. Job seheduling allocation.

4. Virtwal view and Plysical 17iew

Alljobs sent to the grid will first find ancc in the virtual view,
whether there is an empty slot or not[25]. If an empty slot found,
the job will be placed in the virtual view. The user will be notitfied
that the job will executed. Figure 2an example of randomly placing
10 jobs placed on 6 virtual view resources. Figure 3 shows job
placement in physical view after recombination.
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Figure 3 job scheduling in virtual view
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Figure 4 job scheduling in physical view
5. Perjormance Metrics FCES-ILRH

The resource may be idle despite a reservation request. This
occurs when the idle time does not match the allocation policy.
RIT is calculated by applying the formula below.

RIT= l'\inishpl":\'knls— starteament

When there is a reservation request with a conflict. The
following equation calculates the total idle time of the resource.

Total RIT(Tgyr ):Efl:f RIT

6. Alsoritmee FCES-LLRH

Input: Job (jobld, tesr tlsr.te, numCN )
Output: IdleTime

1. For j=0:numSlot

2. sortarrival jobs based on priority tesr, te, nUMCN

3. Endfor

4. For i=0:numSlot // numSlot is the amount of job/timeslot

5. calculate the value of d2=tesr+te-1

6. Search timeslot free with First fit,Best fit, Worst fit
strategy

7. IF (timeslot==0) then insert Jobid value

8. IF (timeslot!=0) then execution procedure moveSlot().

9. Endfor

10. Procedure moveSlot();

11. Initialization; finish=0,suc=false, start=tesr, finish=tesr+te-
1.

12. relax=start—tesr, tr=tlsr—tesr,CNs=0.

13. while (!suc and relax <=tr)

14. For cek=start:finish

15. setthe variable CNs=0

16. For s=0:atrans.size()

17.  IF atrans.get(s,cek)!=0 then

18. variable CNs increases by 1

19. Endif

20. Endfor

21. calculate the variable sel=maxC-CNs // maxC s the
number of physical nodes

22. IF (sel>=CN) then

23. calculate the variable t=start, suc=true

24. Else

25. calculate the variable t=cek, finish=start+te-1,
relax=start-tesr, suc=true

26. IF (start>=tisr) then continuous to line 4

27. Endif

28. Endfor

29. Endwhile

30. IF (suc==true) then (@

31. calculate the variable start=t+1, finish=start+te-1,
relax=start-tesr

32. insert JoblD with the first fit, best fit, worst fit strategy
33. calculate IdleTime

34, Endif

The explanation of the FCFS-LRH algorithm is as follows: user
submits Job (jobld, ,tlsr te, N ). Lines 1-3 show the sorting of
jobs by priority. Lines 5-6 look for empty timeslots in the virtual
view using First fit,Best fit, Worst fit. If there is an empty timeslot
do line 7. If there is no empty timeslot move the job, shown in line
8 and call the moveslot procedure. The function of the moveslot
procedure on lines 11-34 is to shift the job if there is an empty
timeslot. 1f the job can be shifted then allocate the job to the
timeslot and calculate the idle time.

3. Result

Experimental stages in this study: (1) Setting parameters whose
values fixed and changes shown in table 1; (2) Setting the flexibility
parameters and usability factors, are shown in table 2; (3)
Generating jobs randomly with usability factors 2 and 3, and
determining the percentage of flexibility from 25% to 100%, is
shown in table 3. The results of the job generation in table 3 used

as input to the FCFS-LRH, FCFS-EDS method. (4) The results of
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data input processing were tested using the FCES-LRH, FCFS-
EDS methods with the first fit, best fit, and worst fit strategies. (5)
The first fit, best fit and worst fit strategy with the best value will
be used to find the idle ime value in the FCFS, FCFS-EDF and
FCFS-LRH methods.

The usn sends his work to the resource in the form of Jobld,
execution start time, execution time, execution end time and the
number of resource nodes needed. The FCFS-LRH ateg}f will
respond by finding an empty slot in the virtual view. If an empty
slot is found, the job will be allocated to the virtual view, and the
user will be notified that the job has been accepted. If no vacant
slot found, the job will be rejected. Table 4, Figure 5, shows the
search time and job allocation using FCFS-LRH and FCFS-EDS
with the first fit, best fit, and worst fit strategies. Table 4, figure 5
uses the flexibility of 25% to 100%; Utilization factor =2 and =3;
the number of jobs is between 300 and 795. The average result of
the search time and job placement in the virtual view for the FCFS-
LRH method with the first fit alporithm is 146.61; the best fit of
153.21; the worst fitis 150.66. The search and job allocation results
using FCPFS-EDS with a first fit obtained 181.30. These results
show that the average job search and placement time in virtual view
first fit is faster than best fitand worst fit. Figure 5 shows that using
=2 and =3 the average search time and job allocation in the FCFS-
LRH virtual view with first fit is faster than FCFS-EDS with first
fit. These results indicate that FCFS-LRH notifications to users are
better than FCFS-EDS.

Figure 6 compares idle time between FCFS-LRH with FCFS
and FCFS-EDF. FCFS-LRH average idle time is lower than FCFS
and FCFS-EDF.

Table 5 shows that with the utilization factor of 2, the idle time
value of FCFS-LRH is lower than FCFS and FCFS-EDF.
Likewise, for the utilization factor 3, the idle time value of FCFS-
LRH is lower than FCFS and FCFS-EDF.

Table 1 Jobs Excperinsent Paramseters

Parameter name Nilai parameter
Job execution time constant
Amount of resources required constant
Flexibility time Changed
Execution start time Changed
Execution end time Changed

Tabie 2 Paranmeters of Utilization Factors and Percent Flexcibility

Load u Percent flexibility (%a)
Small u=2 25,50, 75,100
Moderate u=3 25,50, 75,100

Table 3 Generate jobs

Factor Flexibility () MNumber of jobs
uiilization(u) (%)
2 25 383
2 50 421
2 75 459
2 100 553
3 25 627
3 50 711
3 75 764
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Tabie 4. Conparison of the execution time of first fit, best fit and worst fit
Number u  B(%)  FCFS-  FCES- FCFS-  FCFS-
of jobs LRH LRH LRH EDS

first fit best fit waorst fit first fit
KEX] 2 25 99.73 102.58 08.05 130,19
421 2 50 116.90 128.21 12313 151.66
450 2 75 12808 132,49 13202 156.65
533 2 104 14247 148.18 145.94 174.32
627 3 25 152,66 157.3 158.53 187.23
711 3 50 16938 175.83 17457 20779
Tod 3 75 177.56 186.71 181.49 21419
795 3 100 186.11 194.36 190.61 228.35
Average 14661 153,21 150,66 18130
250
» 200
E 150 W First Fit LRH
£ 100 u Best Fit LRH
g 50 ||| " Worst Fit LRH
First Fit EDF
’ 383 421 459 553 627 T11 764 795

number of jobs

Figure 5 Comparison of Execution Time of First Fit, Best Fit, Worst Fit
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Number of jobs
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Figure 6 FCFS-LRH idle time comparison with FCFS-EDS and FCF8

Table 5. average idle time based on ntilization factor

Method n=2 u=3

FCEFS
FCFS-
FCES-

505,25 3038
EDS 30575 2723
LRH 25425 2088




4 500
= 400

L)

2 0 u FCFS

]

£ 200 % FCFS-EDS
u

< 100 FCFS-LRH

=

u=2 u=3

Factor utilization

Figure 7. FCFS-LRH average idle time comparison with FCFS-EDS and
FCF8

4. Discussion

Reservation of resources in advance ensures the availability of
resources when needed, increases the efficent utilizaton of
resources, and reduces the execution time of a process. There are
various approaches. There is no guarantee that most of the
conventional methods will execute the work because the result is
placed in a waiting room. e.g. the FCFS approach. The FCFS-LRH
approach proposes that users can be sure that their work will be
executed and reduce idle time.

Based on the research results, the use of first fit is better than best
fit and worst fit when used in the FCFS-LRH method. The FCF5-
LRH method using first fit is faster than FCEFS-EDF, which results
in faster notifications to users, The experimental results on the
FCFS-LRH method using a usability factor of 2 and a flexibility of
25% to 100% resulted in a reducton in the idle time value of
FCFS-LRH compared to FCES of 49.68%. Meanwhile, when
compared with FCFS-EDF, the idle time reduction of FCFS-LRH
is 16.84%. 1f you use a benefit factor of 3 and flexibility of 25% to
100%, the result is a reduction in the idle time value of FCF3-LRH
compared to FCFS of 24.69%.

Meanwhile, when compared with FCFS-EDF, the idle time
reductdon of FCFS-LRH is 15.98%. The average idle time
reduction of FCES-LRH compared to FCES is 40.3%0. The average
idle time reduction of FCFS-LRH compared to FCFS-EDF is
16.44%,. The FCFS-LRH method can reduce the idle time value
due to the job scheduling policy by sorting incoming jobs by
priotity. As well as allocating incoming jobs starting from the left
side of the tmeslot.

5. Conclusion

From the study results, it can be concluded that the average
idle time of FCFS-LRH is lower than FCES by 24.39% and FCFS-
EDF by 16.89%. The FCFS-LRH idle time value is lower because
the FCFS-LRH scheduling policy is carried out by sorting
incoming jobs by priority. As well as placing jobs starting from the
far left of the timeslot. This is not done in the FCFS and FCF5-
EDF methods.
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