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p‘md— Identification of buildings for safety purposes is critical in order to anticipate unforeseen scenarios in the event of a disaster.
apid Visual Screening (RVS) is one of the procedures that can be used to determine a building's hazardous structure. The growing
number of buildings necessitates grouping in order to provide recommendations for improving the analysis or conducting a more
extensive review of the same building group. This article investigates the application of fuzzy clustering to the RVS dataset. Numerous
strategies are compared, including fuzzy centroid clustering, fuzzy K-partition clustering, and multi soft set clustering. The technique
is applied to the RVS data set from Kulon Progo, Yogyakarta, which has 144 cases for grouping construction. Four clusters are formed
from four distinct variables with fewer conditions, namely Plan Drawing, Floor Plan, Connection, and Stance. The experiment is based
on the rank index, the Dunn index, and response time. The results indicate that multi soft set based clustering outperforms other baseline
approaches. This information can be utilized by the investigator or the government to make suggestions on how to treat the "less"
variable in each cluster.
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reconstruction. Rapid Visual Screening is one method for
estimating the seismic vulnerability of a large number of
structures in a city (RVS). It is based on correlations between
the predicted seismic performance of the buildings and their

[. INTRODUCTION

Building development is increasing in breadth, not just in
urban areas, but also in rural areas. Conversion of the

environment is necessary in order to transform the area
through the introduction of safe and energy-efficient
structures [1]. The identification of a structure is critical in
determining whether it is safe or requires repair or

structural typology (frame, shear wall, monolith, in-fill),
material composition (steel, reinforced concrete,
reinforced/unreinforced masonry, wood, composite), design
methods, and other details. The RVS approach was created as
a screening tool for identifying constructions that may be
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dangerous [2]. %S enables users to classify survcy
structures into two categories: those that pose no concern to
life safety and those that may be seismically hazardous and
should be further analyzed by a design specialist.
Comprehensive seismic  vulnerability assessment is a
technically demanding method that can be done on a limited
number of structures [3]. As aresult, it is vitalsh adopt simpler
processes that enable rapid assessment of the vulnerability
profile of various types of buildings, allowing for more
sophisticated evaluation procedures to be reserved for the
most critical structures [4].

Numerous decision-making algorfifehs based on data
mining have been applied to the RVS to classify the damage
index of reinforced concrete (RC) buildings [2]. Another
strategy is to classify buildings using a condition index scale
[5]. Clustering is employed in [6] to monitor the thermal
status of the building under a variety of external situations.
Using the RVS data set, this article use the clustering
technique to divide the building into multiple categories based
on shared traits or situations. It is crucial to distinguish the
process of homogeneity formation. Clustering is a data
mining technique that allows vast amounts of data to be
divided into smaller groupings. Numerous clustering
approaches have been proposed. Xu, et al. et al. [7] proposed
the fuzzy k-modes. It is based on the matching dissimilarity
metric. Due to the potential ir artifacts associated with the
usage of hard centroids, Kim et al. [8] increased the
performance of fuzzy k-modes by replacing fuzzy centroids
for hard centroids. It is a non-p#imetric technique based on
the principle of minimizing the sum of squared errors within
clusters. Miin-Shen et al. [9] introduced the Fuzzy k-
partitioning (FkP) algorithm, a parametric approach based on
the likelihood function of multivariate multinomial
distributions. Additionally, the FkP technique for categorical
data can be thoughb®f as a fuzzy-based clustering algorithm.
On the other hand, almost all fuzzy categorical data clustering
techniques previously described represent data sets as binary
values. Yanto et al.[9 ]propose changing FkP by employing
rough set theory's indecipherability relation. Not all of the
strategies described above have been studied to determine
RVS clustering's performance. Thus, we undertake an
experiment to determine the feasibility of grouping the RVS
dataset using a fuzzy parametric model.

II. MATERIAL AND METHOD
A. Rapid Visual Screening (RVS)

Rapid Visual Screening (RVS) is a technique created by
FEMA for quickly id&RMifying inventories that may be
seismically hazardous. Rapid visual screening (RVS) is a
technique for assessing a building's sensitivity to earthquake
risks based on visual inspections from the outside and, if
necessary, from within th&fstructure. It is relatively
straightforward to implement. Rapid Visual Screening (RVS)
is a new method of visually inspecting buildings that was
introduced in the United States. It makes use of a set of fields
that provide primary data about the structures analyzed, such
as the number of floors, construction years, building addresses,
building pictures, and building sketches re nting the
building's floor plan and elevation [10]. Rapid Visual

Screening (RVS) is a visual examination tech e used in
Guwabhati [11], Nepal [12], and a hospital [13]. Rapid Visual
Screening (RVS) is one technique for lowering the
vulnerability and condition of soil and structure to natural
disasters, most notably earthquakes. RVS data is collected by
the completion of the RVS form. FEMA's fundamental
building assessment (standard wall) (Federal Emergency
Management Agency). Following completion of the RVS
form, each building's final score is determined in line with the
provisions of FEMA 154-2002 [14].

B. Data collection

The data is primary data collected at Kulon Progo,
Yogyakarta. The field survey is performed by directly looking
at existing buildings then adiiption into a simple building
valuation method [1]. A basic building form involves the parts
of a building that a building must own to make the building
structurally sound [2]. The variables are conducted from 11
parts consists of 40 components of the standard basic building.
Thus, the survey consists 40 observations where there are 3-
4 observations of each variables. The list of variable is given
in table 1.

TABLE L.

THE LIST OF VARIABLE

Variable

Plan Drawing
Floor plan

House Foundation
Sloof

Column

Wall

Ring Back
Reinforcement Details
Connection
Mountains

Stance

£
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Simply check the "Yes" column to see whether or not the
building part fits, and the "No" shape or column to determine
whether or not the lding part does not exist. If a part of the
building shape fits but the size does not, the bias can be filled
in the Less [19]. The 144 structures were gathered from three
Kulon Progo villages: Kalirejo, Sangon, and Kalikubo.

C. Analysis Technique

The data is analyzed using the clustering technique to
determine which buildings are in a comparable state of repair.
Several baseline techniques, including FC and FkP, are
compared to the proposed multivariate multinomial
distribution (MMD) technique based on several soft sets. It
use MMD to determine the highest probability and multi soft
set decomposition to break the data down into numerous sets
with comparable values. It is defineable as
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The maximization of the objective function Ly, (2, ) can
be obtained by updating the equation as follows:
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where U = {uy,u,, ..., Uy} is finite set of instance, 4 =
{a,, az,...a,} is finite set of mlribulca(F, E)=

((F, ay), (F,ay),- ,{F, am)) can be defined as a multi soft

set over universe U as in [3], where (F, ay), - ,(F, alﬁl) c

(F. ) and (F.q;,), . (F. ajlajl) < (F.a).

ITI. RESULTS AND DISCUSSION

A. External Validity

The rank index is used to externally validate the
performance of the strategies. External validity demands the
computation of the rank index using external classes and
comparing it to the cluster formed by the procedures. The data
will be divided into three categories for this purpose based on
a simple percentage of building damage determined through
an examination of existing forms, namely secure percentage >

Calculate the percentage value by multiplying the response
Yes' by 1.0, the response 'Less' by 0.5, and the response 'No'
by 0. The sum of all data points is divided by forty (the simple
number of building components) and multiplied by one
hundred percent to obtain the proportion of basic buildings
using the simple building evaluation technique.

The experiment is repeat enty times foreach technique
on a PC equipped with an Intel 15-8400 six-core processor
running at 2.8 GHz and 8 GB RAM and the MATLAB
programming language. Averages are used to calculate the
rank index and time response. The first graph illustrates
performance in terms of the total average. Increase the index
fuzziness of each approach by 1.1-1.9. The FkP and proposed
technique outperform the FC with an almost identical overall
average of rank index. Additionally, Table 3 demonstrates
that the suggested strategy outperforms baseline techniques in
terms of time response, with an improvement of up to 98
percent.
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709, less secure percentage 40-69 percent, unsafe percentage Techniques
40%, and unsafe percentage 40%, as shown in Table 2 [21][5]. Fig 1. The Rank indox
TABLE 2.

Emnrrlcw INDEX SCALE.

Zone Condition Condition Handling Measure Building
Index Description Categorization
1 70-100 Well No immediate action is required. 1 Secure
40-69 Intermediate To determine the appropriate course of action, 1t Unsafe

is necessary to conduct an alternative economic

9 analysis of improvements.
0-39 Bad A thorough evaluation is required to determine Not Safe
the necessary repair, rehabilitation, and
reconstruction actions, as well as to assess the
safety.
TABLE3 .
TIME RESPONSES
FC FKP Proposed Improvement
Time 8.3592 5.8948 0.1105 98.13 %
Response
(second)




B. Internal validity based on number of cluster

This section describes the performance of the three
techniques to know the stability in term of number of cluster
created respect to the increasing number of clusters. Whether
the techniques will follow the number of clusters setting or
can limit the number of clusters themselves. We define that
the technique called divergent if it creates cluster follows the
number of cluster given, convergent to 1 means that the
number of member of cluster is only one. Since the data
collection is obtained 144 building then the number of cluster
is set up to 2-100 (< 144). Figure 2, shows that the FC
technique creates number of cluster in accordance with the
number of cluster given. Meanwhile, the FkP technique
convergent to 1 after number of cluster given is more than 45.
The proposed technique has stability with convergent
mto 50-60 number of cluster with respect to increasing the
number of cluster given. Then, the Dunn index is performed
to determine the quality of cluster both of itself and with
respect to increasing number of cluster. It can be seen that the
technique has lowest Dunn index when th ber of clusters
1s increasing up to 25. For more than 25 number of clusters
setting, the technique able to keep the number of clusters
created and to obtain Dunn index value. It can be seen in
Figure 3.

g

Number of cluster created
58 & 8 8 3 8 8

L ——FG 4
— FKP
1ol |- Proposed| |
i 4
[} 10 20 a0 40 50 &0 T0 B0 a0 100

MNumber of cluster setting
Fig 2. The cluster created

C. Implementation on dataset

Based on the rank index values, the technique has good
performance in the index fuzziness 1.1 and 1.2. We select 1.2
as index fuzziness to implement on the dataset. Then, figure 4
illustrates the Dunn index of the proposed technique with
respect to increasing number of clusters. Figure 5, is
subfigure on the Dunn x in the range of 2- 10 number of
clusters. It can be seen that the best number of clusters is 2 or
3 on the first level and 4 on second level, because it has higher
Dunn index. Thus, the data is clustered into 3 clusters using
the proposed technique and also it is explored for 4 number or
clusters.
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Fig 4. The Dunn index of the data using proposed approach
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Fig 5. The Dunn index in range 1-10 number of clusters

Table 4. shows the clustering results with the distribution
number of building of each areas. The building are clustered
into 3 cluster with the condition based on the average index
scale of all member. It also summarizes the number of
member of each areas. Meanwhile, The data are clustered into
4 cluster as shown in Table 5. It is interesting if it compared
with condition index scale as in table 1 where the cluster C3
is on zone unsaved but almost closed to secure zone. It may
be suggested to investigator to determine different
recommendation between cluster C2 and cluster C3. Then,




the clustered buildings are identified where which variable is
significant that make C2 and C3 separated. The mean of data
variable of each cluster is classify by threshold value 0.6,
where the variable 1s less if the mean values < (0.6, otherwise

the variable is ok. The result is summarized in Table 6. This
shows the first four variables with less condition ie Plan
Drawing, Floor plan, Connection, Stance are obtained.

TABLE 4.

THE CLUSTERING RESULTS OF RVS DATASET WITH 3 CLUSTERS

Clusters | Index Category Number of members

Scale Total Kalikubo | Kalirejo | Sangon
Cl 21.1697 | Not Safe 18 12 3 3
C2 64.2456 | unsafe 76 4 34 38
C3 72.7715 | Secure 50 35 5 10

TABLE 5.
THE CLUSTERING RESULTS OF RVS DATASET WITH 4 CLUSTERS

Clusters | Index Category Number of members

Scale Total Kalikubo | Kalirejo | Sangon
Cl 21.1697 | Not Safe 18 12 3 3
C2 59.3395 | unsafe 46 0 11 35
C3 69.1518 | unsafe (practically secure) 30 4 23 3
C4 72.7715 | Secure 50 35 5 10

IV.CONCLUSION

Several techniques namely Fuzzy centroid, Fuzzy K-
partition and multi soft set based clustering has been explored
d implemented to grouping building using RVS dataset.
The experimdif| shows that the multi soft set based clustering
achieves best performance in term of Rank index, Dunn index
and response time, compared than baseline techniques. From
the proposed technique, 4 clusters based on the first four
variables with less condition i.e Plan Drawing, Floor plan,
Connection, Stance are obtained. The four clusters are C1 (not
safe condition) contains 18 building, C2 (unsafe) contains 46
buildings, C3 (unsafe / practically secure) contains 30
buildings and C4 (Secure) contains 50 buildings. This can be
used by investigator or government to provide
recommendations to determine different treatments for the
“less” variable in each cluster.
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