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 Robotic technology continues to advance, but real-time position tracking of 

robot movements still faces challenges, especially in dynamic and irregular 

environments. Sensors often fail to maintain accuracy due to environmental 

disturbances. This study introduces an innovation using omnidirectional 

wheels on a three-wheeled robot and image-based position control to improve 

maneuverability and precision. This method utilizes an infrared camera 

mounted on the ceiling to detect the robot's position. Image processing 

algorithms are used to determine waypoints and direct the robot. Omni-

directional wheels allow the robot to move freely in all directions, which is 

important for accurate navigation on complex trajectories. The robot was 

tested on the "X" and "Square" trajectories in a 1.8-meter x 1.8-meter room 

to rotate vertical, horizontal, and diagonal movements. The test results 

showed that on the "X" trajectory, the second movement had the most 

significant error with a Mean Absolute Error (MAE) of 134.96, while the third 

movement had the slightest error with an MAE of 52.49, with an average 

error of 91.36. The first and third movements in the “Square” trajectory 

showed more significant errors than the second and fourth movements, with 

MAE of 105.37 and 100.47, respectively. The second and fourth movements 

had MAE of 67.20 and 59.65, with an average error of 83.17. These results 

indicate that the image-based control system and omnidirectional wheels 

improve accuracy compared to conventional methods, which is important for 

robot navigation applications. Practical implications of this technology 

include potential applications in the robotics and automation industry. Future 

research should focus on developing more precise control algorithms and 

sensors to improve accuracy. Directions for future research include exploring 

more sophisticated image processing techniques and applying this technology 

to various industrial scenarios. 
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1. INTRODUCTION  

Technology is progressing rapidly, especially in the context of robot development. The use of sensors in 

robot development is necessary so that robots can comply with the instructions [1], [2]. The application of 

robots in industry to increase productivity depends on work models that are relatively routine, simple, and 

require low skills [3], [4]. Although real-time tracking capabilities are easy for humans, animals, and other 

living creatures in dynamic areas, this is not the case for mobile robots [5], [6]. Recent research shows that the 

detection and tracking of moving objects in dynamic environments often suffer from velocity estimation errors 

and occlusion problems [7], [8]. In addition, LiDAR-based obstacle detection and tracking reveals significant 

challenges in distinguishing between static and dynamic objects and overcoming obstacles in the robot's path 

[9]. Conventional sensors, such as LiDAR, often cannot provide accurate information about objects in the 
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robot's path, especially in highly dynamic environments [10]. This gap indicates the need for more effective 

approaches to detect and track objects with higher precision. 

Large companies implementing automation, including robots, can increase productivity and labor costs 

over time [11]. Stationary industrial robots have high precision but often do not reach their goals precisely due 

to rough or irregular environments [12], [13], [14]. Omnidirectional wheels can significantly increase 

maneuverability [15]. Robots with omnidirectional wheels can move in all directions; with a mathematical 

kinematics model, the robot performs vector analysis of the speed and direction of movement of each 

omnidirectional wheel [16], [17]. Robots implementing omnidirectional movement have good maneuverability 

and flexibility to increase mobility in confined spaces [18], [19]. 

Omnidirectional wheels allow the robot to have a holonomic character, which means it can move in any 

trajectory without direction restrictions [20]. Robots with three omnidirectional wheels can move in any 

direction from any position because the wheelbase allows unrestricted maneuvering [21], [22], [23]. In this 

context, the development of kinematic models and the application of control algorithms such as PID are 

expected to improve the stability and accuracy of robot movements [24], [25], [26]. 

Visual cameras are a particularly popular choice for robot control utilizing the limited onboard sensing 

that is available since they can deliver richer information at a cheaper cost when compared to other standard 

sensors [27], [28]. To support this capability, the control method uses image-based position control for a mobile 

robot with a fixed camera mounted on the ceiling. The advantage of this method lies in the simplicity of the 

controller design, which does not require detailed knowledge of intrinsic (such as focal length and lens 

distortion) and extrinsic (such as camera position and orientation relative to the observed object) parameters 

[29]. Using visual feedback from cameras can significantly improve the efficiency and accuracy of robot 

control in precision manipulation tasks [30], [31]. Direct visual control methods using information from images 

captured by cameras can avoid camera calibration problems and offer higher responsiveness in robot control, 

so these systems can be easily adapted for various types of practical applications [32], [33]. cameras have 

intrinsic, extrinsic, and distortion parameters. This aspect can adjust the intended kinematic model according 

to the two specific additional feature points [34], [35]. 

Using uncalibrated cameras for robot formation control can reduce performance degradation caused by 

calibration inaccuracies [36]. Another advantage is that cameras with limited field-of-view (FOV) can provide 

a low-cost, easy-to-implement solution for mobile robot formation control [37]. This allows using a relatively 

simple controller with visual feedback of the image measured by the onboard camera, offering robustness to 

model uncertainty without requiring in-depth information about feature depth and leader speed [38].  

In this context, no research specifically combines the use of omnidirectional wheeled robots with image-

based position control. This study aims to fill this gap by exploring the potential integration between the 

superior maneuverability of omnidirectional wheeled robots and the visual control capabilities using cameras. 

Thus, this research is expected to significantly contribute to developing modern robotics technology that is 

more responsive and adaptive to the surrounding environment, with the potential for broader application in 

various industries. 

 

2. METHODS  

This research tests the performance of implementing image-based position control on a Three-Wheel 

Omni-Directional Robot using waypoints to determine the destination point. The research flow in this study 

begins with identifying problems related to the robot navigation system. Next, a literature review is conducted 

to understand existing methods and technologies (Fig. 1). This review divides the research into two main paths: 

robot control strategies and control parameters. Robot control strategies focus on the approaches used to move 

the robot effectively, while control parameters relate to the variables that affect system performance. Following 

this path, a research method is designed to integrate the control strategies and parameters that have been 

determined. The next stage is experimentation and analysis, where the robot is tested on the 'X' and 'Square' 

trajectories to assess the system's ability to manage complex movements. The results of these experiments are 

then analyzed in depth to determine the system's effectiveness. This study ends with a conclusion that 

summarizes the main findings and provides recommendations for further development. 

 

 
Fig. 1. Methods 
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The flowchart of a robotic system is shown in Fig. 2, including the control of the robot to achieve the 

goal and the kinematics of the three omnidirectional robots, both of which will be explained in the next section 

to provide an understanding of the research process.  

 

 
Fig. 2. System Flowchart 

 

Based on Fig. 2, the system flowchart is divided into two main sections: robot detection and navigation 

control and omnidirectional robot control. In the first section, the computer receives input from a camera that 

provides a live image stream of the area where the robot is located. The Python code processes this image to 

distinguish the robot from other objects in the area, allowing the robot to be detected. The Python code also 

detects the robot's coordinates based on its position within the area. If the user clicks on a point in the area, the 

computer sends the coordinates of the selected destination to the second section, which handles the 

omnidirectional robot control. If the user does not click on anything, the program loops back to continue 

detecting the robot's coordinates. In the second section, the robot receives the destination coordinates via the 

microcontroller. These coordinates are then processed according to the robot's kinematics to determine the 

appropriate motor speeds for each wheel, enabling the robot to move toward the destination. As the robot 

moves, the camera continuously monitors its movement and updates the robot on the correct path to take. When 

the robot reaches the destination determined by subtracting the current coordinates from the target coordinates 

and achieving a result of zero, the computer sends a (0,0) coordinate signal to the robot, instructing it to stop 

at the destination.  

 

2.1. Robot Detection and Waypoint Navigation 

To get information about the robot's position, when the robot is walking on the road, it also needs to 

recognize the road area using object detection [39]. For the robot to reach its goal, navigation is required. A 

waypoint is a reference point or set of coordinates used for navigation purposes to identify a point in a mapping 

area [40], [41], [42]. When a robot must go toward a preset destination, it is called a waypoint. To save costs 

and boost profits, the industry places a high value on productivity and efficiency [43]. In this research, area 

mapping was carried out by a camera that detected the area below shown in Fig. 3. 

Robot detection results require a threshold value set based on ambient light conditions assisted by an 

external filter on the camera lens. A camera's "threshold value" refers to the contrast level used for image 

processing. A higher threshold value results in higher image contrast, making the image have more distinct 

differences between different colours. When using an infrared (IR) pass filter on the camera, the three dots 

employed as indicators on the robot become more distinct from other light sources. The threshold value is 

adjusted according to the ambient light conditions in the room. A higher threshold value may be necessary in 

environments with strong external IR sources, such as sunlight. The camera uses a Hikvision ds-2cd1021-i 
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with the ability to capture infrared light in night mode. This camera was chosen because of the IR pass 

capability on the camera and the high resolution of 1920 × 1080. Still, this camera has a wide lens, horizontal 

FOV of 114.8°, vertical FOV of 62° and diagonal FOV: 135.5° which makes the camera view convex without 

any lens settings camera. 

 

 
Fig. 3. Mapping area and Robot Detected 

 

This result was acquired in a closed room to test robot movements with lighting conditions of 7 to 10 lux, 

resulting in a threshold value of 192 to 200 (Fig. 4). A threshold value of 200 was chosen because it provided 

the best contrast, effectively isolating the three dots on the robot from other light sources in the experimental 

room. The detection process involves processing the image captured by the camera, where only white pixels 

are extracted. The contrast is then manually fine-tuned so that the only visible white sources are the three dots 

on the robot, allowing for accurate robot detection. However, this method has a limitation: the robot may not 

be appropriately detected if an external light source is brighter than the three dots. To address this issue, an 

additional criterion is applied—the distance between each dot must not exceed a specific value based on the 

known distance between the three dots on the robot. The camera will detect that the three dots are robots and 

pinpoint the coordinates from the center in the middle. 

Waypoints generate trajectories that avoid interference and allow the robot to choose the best path [44], 

[45]. The robot motion formula in this context calculates the relative displacement required to direct the robot 

from its current position to the point clicked by the user (Fig. 5). 

 

 
Fig. 4. (a) Threshold value of 20; (b) Threshold value of 100; (c) Threshold value of 200 

 

 
Fig. 5. Robot Work Area Can Be Detected 
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Horizontal displacement (𝑑𝑥) is calculated by subtracting the 𝑥 coordinate of the clicked point from the 

robot's current 𝑥 coordinate. Meanwhile, vertical displacement (𝑑𝑦) is calculated by subtracting the 𝑦 

coordinate of the clicked point from the robot's current 𝑦 coordinate.  

 𝑑𝑥 = (𝑋clicked − 𝑋current) (1) 

 𝑑𝑦 = (𝑌𝑐𝑙𝑖𝑐𝑘𝑒𝑑 − 𝑌𝑐𝑢𝑟𝑟𝑒𝑛𝑡) (2) 

where 𝑋clicked, 𝑌clicked are the coordinates of the point clicked by the user and 𝑋current, 𝑌current is the current 

position of the robot. With an illustration of the robot in Fig. 6. The results of these calculations are then used 

to send movement commands to the Robot, which allows the user to interactively control the robot's movement 

according to the selected position in the monitored environment. 

 

 
Fig. 6. Robot Work Area 

 

2.2. Kinematic Three Omni-Directional Robot 

The movement of this robot uses three omnidirectional wheel kinematics models [46]. The kinematic 

model is crucial to quantitatively describe how a mobile robot operates. It also makes it possible to connect the 

robot's motion to the speed of its motor units or the actuators that drive its propulsion and movement [47], [48]. 

The wheels are placed on three radius of a circle that have an angle of 120° from each other while the center 

of the circle becomes the robot coordinates [49], [50]. The placing of wheels, the velocity vector of each wheel, 

and the robot's global axis coordinate shown in Fig. 7. 

 

 
Fig. 7. The placing of wheels, the velocity vector of each wheel, and the robot's global axis coordinate 

 

From the velocity of vectors M1, M2, and M3. The overall movement of the robot on the global axis is 

the sum of each velocity vector that can be represented (3) [17]. 
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 𝑭𝒐
⃗⃗ ⃗⃗  = 𝑭𝑴𝟏

⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑭𝑴𝟐
⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑭𝑴𝟑

⃗⃗ ⃗⃗ ⃗⃗  ⃗ (3) 

The vector above has its components: the 𝑥 component and the 𝑦 component. The given components are 

given (4) and (5). The vector component for each wheel is given in the representation Fig. 8. 

 𝑭𝒙⃗⃗⃗⃗  ⃗ = 𝑭𝒙𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  + 𝑭𝒙𝑴𝟐

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  + 𝑭𝒙𝑴𝟑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   (4) 

 𝑭𝒚⃗⃗⃗⃗  ⃗ = 𝑭𝒚𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑭𝒚𝑴𝟐

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑭𝒚𝑴𝟑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ (5) 

 

 
Fig. 8. Vector of each wheel 

 

From equation (4) the 𝑭𝒙𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , 𝑭𝒙𝑴𝟐

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  , and  𝑭𝒙𝑴𝟑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   are changed to 𝑭𝑴𝟏

⃗⃗ ⃗⃗ ⃗⃗  ⃗ . 𝑪𝒐𝒔 𝜽𝟏, 𝑭𝑴𝟐
⃗⃗ ⃗⃗ ⃗⃗  ⃗ . 𝑪𝒐𝒔 𝜽𝟐, and 

𝑭𝑴𝟑
⃗⃗ ⃗⃗ ⃗⃗  ⃗ . 𝑪𝒐𝒔 𝜽𝟑 with 𝑭𝑴𝟏

⃗⃗ ⃗⃗ ⃗⃗  ⃗, 𝑭𝑴𝟐
⃗⃗ ⃗⃗ ⃗⃗  ⃗, and 𝑭𝑴𝟑

⃗⃗ ⃗⃗ ⃗⃗  ⃗ as a motor velocity and 𝜽𝟏, 𝜽𝟐, and 𝜽𝟑 as angle of the radians which 

the wheel placed in this proposed system the angle is assumed to be 0°, 120°,240°. Same as the equation (4), 

equation (5) is changed to its respected vector, the updated equation is shown in (6) and (7). 

 𝑭𝒙⃗⃗⃗⃗  ⃗ = 𝑭𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗  ⃗ . 𝑪𝒐𝒔 𝜽𝟏 + 𝑭𝑴𝟐

⃗⃗ ⃗⃗ ⃗⃗  ⃗ . 𝑪𝒐𝒔 𝜽𝟐 +  𝑭𝑴𝟑
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ . 𝑪𝒐𝒔 𝜽𝟑

 (6) 

 𝑭𝒚⃗⃗⃗⃗  ⃗ = 𝑭𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗  ⃗ . 𝑺𝒊𝒏 𝜽𝟏 + 𝑭𝑴𝟐 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗. 𝑺𝒊𝒏 𝜽𝟐 + 𝑭𝑴𝟑

⃗⃗ ⃗⃗ ⃗⃗  ⃗ . 𝑺𝒊𝒏 𝜽𝟑
 (7) 

The equation using different 𝜽𝟏, 𝜽𝟐, and 𝜽𝟑 is due to the rotation of the radian. While equations (6) and 

(7) are linear movement, the three omnidirectional wheels have also rotating movement, the rotating movement 

is shown (8). 

 𝑭𝒓⃗⃗⃗⃗  ⃗ = 𝑭𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑭𝑴𝟐 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ + 𝑭𝑴𝟑

⃗⃗ ⃗⃗ ⃗⃗  ⃗ (8) 

The three-motor velocity vector is 90° to the center of the circle, with the same motor velocity and 

direction, making the robot perform a circular motion. Equations (6), (7), and (8) are then changed to their 

matrix form for inversing the kinematics [51]-[54]. 

 

[
𝑭𝒙⃗⃗⃗⃗  ⃗

𝑭𝒚⃗⃗⃗⃗  ⃗

𝑭𝒓⃗⃗⃗⃗  ⃗

] = [
 𝑪𝒐𝒔 𝜽𝟏 𝑪𝒐𝒔 𝜽𝟐 𝑪𝒐𝒔 𝜽𝟑

 𝑺𝒊𝒏 𝜽𝟏  𝑺𝒊𝒏 𝜽𝟏  𝑺𝒊𝒏 𝜽𝟏

𝟏 𝟏 𝟏

]

⬚

× [

𝑭𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗  ⃗

𝑭𝑴𝟐 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

𝑭𝑴𝟑
⃗⃗ ⃗⃗ ⃗⃗  ⃗

]

 

(9) 

 

[

𝑭𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗  ⃗

𝑭𝑴𝟐 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

𝑭𝑴𝟑
⃗⃗ ⃗⃗ ⃗⃗  ⃗

] = [
 𝑪𝒐𝒔 𝜽𝟏 𝑪𝒐𝒔 𝜽𝟐 𝑪𝒐𝒔 𝜽𝟑

 𝑺𝒊𝒏 𝜽𝟏  𝑺𝒊𝒏 𝜽𝟏  𝑺𝒊𝒏 𝜽𝟏

𝟏 𝟏 𝟏

]

−1

× [
𝑭𝒙⃗⃗⃗⃗  ⃗

𝑭𝒚⃗⃗⃗⃗  ⃗

𝑭𝒓⃗⃗⃗⃗  ⃗

]

 

(10) 

From equation (10), all the thetas are changed to 𝜽 + 𝜽𝑯 with 𝜽𝑯 as the rotated heading in the global 

compass, so the robot can be placed at any heading angle and still move in the desired direction. Heading 

rotation changing the initial angle by 𝜃𝐻 shown in Fig. 9. 
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Fig. 9.  Heading rotation changing the initial angle by 𝜃𝐻 

 

 

[

𝑭𝑴𝟏
⃗⃗ ⃗⃗ ⃗⃗  ⃗

𝑭𝑴𝟐 ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗

𝑭𝑴𝟑
⃗⃗ ⃗⃗ ⃗⃗  ⃗

] = [
 𝑪𝒐𝒔 (𝜽𝟏 + 𝜽𝑯) 𝑪𝒐𝒔 (𝜽𝟐 + 𝜽𝑯) 𝑪𝒐𝒔 (𝜽𝟑 + 𝜽𝑯)

 𝑺𝒊𝒏 (𝜽𝟏 + 𝜽𝑯)  𝑺𝒊𝒏 (𝜽𝟐 + 𝜽𝑯)  𝑺𝒊𝒏 (𝜽𝟏 + 𝜽𝑯)
𝟏 𝟏 𝟏

]

−1

× [
𝑭𝒙⃗⃗⃗⃗  ⃗

𝑭𝒚⃗⃗⃗⃗  ⃗

𝑭𝒓⃗⃗⃗⃗  ⃗

]

 

(11) 

The equation (11) above can generate motor speed velocity for each motor in given x and y vectors. The 

robot's motor speed is controlled using a Proportional-Integral-Derivative (PID) control algorithm, which was 

selected for its simplicity in microcontroller implementation [55]. The PID parameters were tuned using a trial-

and-error approach, where different P, I, and D values were tested and the output analyzed. The proportional 

(P) gain was reduced if the output graph exhibited an overshoot. If the stabilization time was too long, the 

integral (I) gain was increased. In cases of undershoot, the proportional gain was increased, and the derivative 

(D) gain was adjusted to reduce overshoot [55]. The PID equation is shown in (12) [56], [57], [58].  

 
𝒚(𝒕) = 𝑲𝒑𝒆(𝒕) + 𝑲𝒊 ∫𝒆(𝒕) 𝒅𝒕 + 𝑲𝒅

𝒅𝒆

𝒅𝒕

 
(12) 

The 𝒚(𝒕) are the output while 𝑲𝒑, 𝑲𝒊, and 𝑲𝒅 are the proportional gain, integral gain, and deferential 

gain with 𝒆 as the error from target and the output. 

 

3. RESULTS AND DISCUSSION  

This paper presents the results of experiments evaluating a robot's movement performance following a 

straight track, aiming to achieve precise control using a visual infrared camera for robot detection. The testing 

was conducted by navigating the robot along predefined waypoints, with several experiments varying the 

starting and destination points to assess the waypoint navigation system's performance under the control of the 

visual infrared camera. The experimental setup took place in a room with a lighting level of 7 - 10 and a smooth 

surface. The tests involved two primary paths: a square route and an X-shaped route, designed to evaluate the 

robot's navigational ability along diagonal, horizontal, and vertical axes. Data were collected using the same 

visual infrared camera to detect the robot's coordinates. These coordinates were then saved and analyzed by 

comparing the software-generated waypoints with the actual waypoints to identify errors in the navigation 

system. PID output graph shown in Fig. 10. 

This graph represents the outcome of manual PID tuning for three motors, with the following PID 

parameters: Motor 3 (Kp = 0.42, Ki = 7, Kd = 0.03), Motor 2 (Kp = 0.3, Ki = 6, Kd = 0.03), and Motor 1 (Kp 

= 0.3, Ki = 5.5, Kd = 0.03). These values were selected because they provided the optimal output based on 

experimental results. The robot was tested to evaluate the differences between the expected and actual 

movement paths within a controlled environment measuring 1.8 meters by 1.8 meters. The tests involved 

horizontal, vertical, and diagonal movements, forming two specific patterns: a "square" and an "X." Each 

pattern included four different starting and destination points, creating straight-line trajectories.  

In the "X" pattern, as shown in Fig. 11, the movement was divided into four segments: (1) a short diagonal 

from the center to the top-right corner, (2) a long diagonal from the top-right to the bottom-left corner, (3) a 

short diagonal from the center to the top-left corner, and (4) a long diagonal from the top-left to the bottom-

right corner. The robot's path was recorded and represented by a red line, while the expected path was shown 
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in blue in Fig. 10. The overall average error for the "X" pattern was 91.36 pixels, equivalent to an 18.53% 

deviation from the path generated by the software. 

 
 

(a) PID Graph of Motor Speed 1 

 

(b) PID Graph of Motor Speed 2 
 

(c) PID Graph of Motor Speed 3 

Fig. 10. (a) PID output graph at motor speed 1; (b) PID output graph at motor speed 2; (c) PID output 

graph at motor speed 3 

 

 
Fig. 2. Robot Motion "X" 

 

As detailed in Table 1, the largest error occurred during the second movement, with a Mean Absolute 

Error (MAE) of 134.96 pixels, likely due to the longer path length and the complexity of maintaining stability 

when moving from the upper right to the lower left corner. The smallest error was observed in the third 

movement, with an MAE of 52.49 pixels, suggesting that shorter diagonal trajectories are easier for the robot 

to follow with greater precision. The first and fourth movements exhibited intermediate errors, with MAE of 

68.88 pixels and 109.10 pixels, respectively, possibly due to variations in the robot's initial orientation and 

movement dynamics when navigating long versus short diagonal paths. Despite the overall average error of 

91.36 pixels, indicating the robot followed the trajectory relatively well, there is still room for improvement, 

particularly in movements involving longer trajectories and sharper corners. The time required to complete the 

"X" trajectory was 1.07 minutes, indicating a relatively efficient process, but further refinements in navigation 

algorithms and motion control could reduce path errors. 
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Table 1. Error Track ”X” 

No Move Track “X” Mean Absolute Error (MAE) 

1  Move 1 68.88 pixels 

2  Move 2 134.96 pixels 

3  Move 3 52.49 pixels 

4  Move 4 109.10 pixels 

Average overall error 91.36 pixels (18.53%) 

Time 01.07 minute 

 

For the "square" pattern, depicted in Fig. 12, the movement was also divided into four segments: (1) a 

short vertical from the top-left to the bottom-right corner, (2) a long horizontal from the bottom-right to the 

bottom-left corner, (3) a short vertical from the bottom-left to the top-left corner, and (4) a long horizontal from 

the top-left to the top-right corner. The robot's actual path was recorded in red, while the expected path was 

shown in blue in Fig. 11. The average error for the "square" pattern was 83.17 pixels or a 16.02% deviation 

from the path generated by the software. 

 

 
Fig. 3. Robot Motion ”Square” 

 

Table 2 shows that the movements categorized as short vertical segments had higher errors than the longer 

horizontal segments. Specifically, the first movement had a Mean Absolute Error (MAE) of 105.37 pixels. This 

higher error could be attributed to the challenge of maintaining stability on short vertical paths, particularly 

when the robot adjusts its initial orientation. Similarly, the third movement, another short vertical segment, 

exhibited an MAE of 100.47 pixels, indicating a similar error pattern as the first movement. 

 

Table 2. Error Track ”Square” 

No Move Track “Square” Mean Absolute Error (MAE) 

1  Move 1 105.37 pixels 

2  Move 2 67.20 pixels 

3  Move 3 100.47 pixels 

4  Move 4 59.65 pixels 

Average overall error 83.17 pixels (16.02%) 

Time 01.07 minute 

 

On the other hand, the second and fourth movements, which were longer horizontal segments, had lower 

errors, with MAE of 67.20 pixels and 59.65 pixels, respectively. The lower errors in these movements may be 

due to the robot having more space and time to make smoother and more stable adjustments over the extended 

horizontal paths. 
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Overall, the average error across all movements was 83.17 pixels, suggesting that while the robot 

generally followed the expected trajectory, further refinement is necessary, particularly in reducing errors 

during short vertical movements. 

Visual control through an infrared camera and waypoint navigation yielded satisfactory results in guiding 

the robot along the expected paths. The infrared camera provided the necessary visual data to accurately 

determine the robot's position, while the waypoint navigation established reference points for the robot to 

follow. However, there is potential for further enhancements to improve both the accuracy and efficiency of 

the robot's movements. Implementing more advanced control algorithms and utilizing more precise sensors 

could help reduce errors, particularly in short vertical movements. Optimizing the waypoint navigation system 

could also enable smoother and more accurate trajectory navigation. Overall, these findings demonstrate that 

visual control and waypoint navigation are effective strategies for controlling omnidirectional robot 

movements, though there remains room for further optimization in movement accuracy and efficiency. 

 

4. CONCLUSION 

This research investigates the implementation of image-based position control on a Three-Wheel Omni-

Directional Robot using waypoints to determine destination points. The robot is equipped with omnidirectional 

wheels, enhancing its maneuverability and flexibility in moving in various directions. Position control is 

achieved with an infrared camera mounted on the ceiling, enabling accurate detection and navigation based on 

the robot's detected position. The test results demonstrate that the robot can follow the expected trajectories 

with reasonable accuracy in both the "X" and "Square" tracks. In the "X" track, the second movement exhibited 

the largest error, with a Mean Absolute Error (MAE) of 134.96 pixels, while the third movement had the 

smallest error, with an MAE of 52.49 pixels. The overall average error of 91.36 pixels, or 18.53%, indicates 

that while the robot performs adequately, there is still room for improvement, particularly in navigating longer 

paths and sharp corners. In the "Square" track, the first and third movements had larger errors than the second 

and fourth movements, with MAE of 105.37 pixels and 100.47 pixels, respectively. In contrast, the second and 

fourth movements showed lower errors, with MAE of 67.20 pixels and 59.65 pixels. The average error of 83.17 

pixels, or 16.02%, highlights the need for further refinement, especially in addressing errors in short vertical 

movements.  

PID tuning significantly impacted the robot's movement. For instance, when the controller sends a 

command like (20, 20, 10) corresponding to motor speeds of 20 for motors 1 and 2 and 10 for motor 3, the 

robot is expected to move to a specific coordinate, such as (40, 50). However, due to suboptimal PID tuning, 

the actual motor speeds might deviate slightly (e.g., 19, 18, 7), causing the robot to reach a slightly different 

coordinate, such as (39, 51). This deviation results in longer times to reach the destination. Future work could 

improve PID tuning using machine learning algorithms such as Genetic Algorithms or Particle Swarm 

Optimization (PSO). Another source of error was the camera's low frame rate, which caused delays in capturing 

the robot's movements, making control more challenging. To mitigate this, the robot's maximum speed was 

reduced to allow the camera to keep up with its movements. Employing a higher frame rate camera could 

minimize these errors for future research. Additionally, the camera's susceptibility to external light sources 

compromised the reliability of robot detection in bright rooms or rooms with external light sources. Visual 

control with an infrared camera and waypoint navigation has proven to guide the robot along the expected 

paths in an indoor location. However, further improvements in the robot's control algorithms, such as fuzzy for 

keeping on the path and using more precise sensors, could help reduce errors and enhance the efficiency of the 

robot's movements. Optimizing the waypoint navigation system could also enable the robot to navigate 

trajectories more smoothly and precisely. Overall, this research demonstrates that integrating the superior 

maneuverability of omnidirectional wheeled robots with visual control capabilities using a camera holds 

significant potential in advancing modern robotics technology. This approach offers greater responsiveness 

and adaptability to the surrounding environment, with broad application potential across various industries. 
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