cd library

by UNIVERSITAS AHMAD DAHLAN 12

Submission date: 14-Mar-2025 02:35PM (UTC+0700)
Submission ID: 2541744384

File name: JAIT-V14N6-1177.pdf (1.76M)

Word count: 7314

Character count: 38767



gm’nm’ of Advances in Information Technology, Vol. 14, No. 6, 2023

Community Detection Methods in Library’s
Books and Borrowers Social Network
Segmentation

Tedy iadigi‘, Mohd Ridzwan Yaakub?, and Azuraliza Abu Bakar

! Department of Informatics, Universitas Ahmad Dahlan, Indonesia
2 Center for Artificial Intelligence Technology, Faculty of Information Science and Technology, Universiti Kebangsaan
Malaysia, Malaysia; Email: ridzwanyaakub@ ukm.edu.my (M.R.Y), azuraliza@ukm edu.my (A.AB.)
*Correspondence: tedy .setiadi@tif.uad.ac.id (T.S.)

38

Absrmcl—glhis paper, we discuss the application of
community detection methods to book-borrowers networks
in libraries. The aim is to obtain a segment of books and
borrowers that are closely linked to tR£ lending network in
the library. This study applies six community detection
methods, namely Louvain, Spinglas, Walktrap, Infomap,
Label Propagation Algorithm (LPA), and Greedy to identify
groups of books and borrowers. Meanwhile, evaluating the
effectiveness of this method wuses the maodularity,
performance, coverage, density, community size, and
community fit metrics. The results showed that the
community detection method was effective in identifying
book segments and related borrowers in the library lending
network. The Louvain method was found to be most effective
in identifying communities with higher quality and better
interpretation. The results of segmentation of books and
borrowers can support improving library collection
management and increasing demand for books, provide
insight into patterns of borrowing books to improve library
services and user satisfaction.

Keywords—community detection, book and borrower
networks, collection management, library service

1. INTRODUCTION

Currently, academic libraries have become centers of
learning resources and sources of knowledge that have
challenges in serving the needs of their users [1]. The
library also acts as a data generator unit. Data in academic
libraries are increasing in collections, visitors, and
transactions such as borrowing books, accessing online
collections, and borrowing library places. Book
management is the leading business in the library. The
library's book management challenges are the limited book
procurement budget, limited book storage capacity, and
non-optimal use of books [2, 3]. Although there has been
a rapid digital transformation in e-books and other digital
publications, borrowing physical books is still the library's
primary service to its readers. The pattern of borrowing
books can be identified by utilizing the books borrowing
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transaction data in the library database. The number of
borrowed books directly reflects readers’ demand, and
used to measure the effectiveness of books’ usage, and an
essential factor in supplying books. In addition, it is crucial
to know the user’s behavior in borrowing books.

A common problem with book-lending is that libraries
treat book borrowers equally, not considering the users’
book loan terms. The users must follow specific processes
to get the book they want. Another problem is that many
books interest a few people, some of which have never
been borrowed. On the other hand, some books are often
borrowed, but the number is limited and often unavailable.

The book-lending process generates a particular type of
data where each book-lending transaction connects a
particular borrower to a particular book. The book-lending
transaction can be represented as a book-lending network,
called a bipartite network. In this network, a borrower is
connected to one or more books that he borrows, but he is
not connected to other borrowers. Similarly, a book is
related to one or more borrowers who have borrowed it but
is not related to any other book .

The Social Network Analysis (SNA) can provide
valuable insights about borrowers and books on a macro
scale, thus providing book lending services that are more
proactive than reactive [4]. SNA involves analysing data
for application areas, such as market segmentation, crime
detection, and recommendation systems. In library
management, SNA utilize author data such as articles co-

ors, co-citation, and co-keyword networks for
community dets and co-author recommendation [5].
For example, community detection and co-author
recommendations use the co-author network model to
nurture collaboration for significant academic research [6].
Researchers analyzed the book-borrowing data for the
book recommendations system [2, 4, 7], online reading
behavior [8], and community detection for book-borrower
segmentation [9].

Community detection is one of the SNA approaches to
identify groups of nodes in a network that are more dense
than others [6, 10]. Several applications of community
detection in library management are online learning
communities detection in learning repositories [11], co-
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author networks analysis [6, 12], and book
recommendations [11, 13]. The network in SNA can lﬂ
represented in a mathematical model graph consisting of a
set of points, or vertices, connected in pairs by lines or
edges. Many networks are not homogenous, consisting of
diverse cluslnm rather than a uniform mass of
nodes [14-16]. There are many edges between the vertices
within the groups but fewer edges belw@he groups. The
structures are depicted in Fig. 1, where three communities
are denoted by dotted circles, which have denser 'mm@
relationships than relationships between groups. The
problem of community detection is finding communities
in largdEEftworks automatically.

The contribution of this research lies in the application
of the community detection method to social networks of
books and borrowers in libraries. By identifying closely
Ied communities or groups of books and borrowers,
this study provides insight into the borrowing patterns of
library users and can help improve library management
and services. This study also evaluates the effectiveness of
various community detection methods in identifying
clusters and provides recommendations for the most
suitable methods for segmenting social networks of books
and borrowers.

Figure 1. Commu

y in a social network.

II. LITERATURE REVIEW

A. Library’s Books and Borrowers Social Network
Segmentation

Social Network Analysis (SNA) over the last decade has
become a challenging problem to analyze data in various
application fields such as market segmentation, crime
detection, recommendation systems, co-authorship
networks [5], market basket analysis [6], trending topic
analysis, and many more. SNA can be composed into two
areas; community detection and sentiment analysis. State-
of-the-art application of SNA in libraries, proposed by the
following researchers; Wu and Lee et al. [3] employed
association rules mining and statistical circulation in
discovering knowledge from library collection borrowing
data. The limitation of this study is that model validation
related to performance evaluation has not been carried out.
Xin and Haihong et al. [4] proposed the community
detection method using book borrowing data. They
transformed the data into a reader-reader similarity graph
and used them for system recommendation. The limitation

of this research is that it only uses loyal readers and greedy
algorithms for community detection and uses modularity
as an evaluation metric. Several recent SNAs in library
management, Yassine and Kadry er al. [7] conducted a
study on the Khan repository to determine the
development of the community and the performance of the
online learning network by applying the Parallel Louvain
and Parallel Label Propagation Algorithm (LPA)
community detection algorithms. Erfanmanesh and
Hoseeini [8] used SNA and scientometrics to visualize and
analyze research development data on libraries and
information science in various countries. Studies on the
analysis of scientific publication writing in the form of the
relationship between authors and co-authors with the SNA
approach were carried out by several researchers. Liu and
Nelson et al. [9] conducted a network analysis of co-
authors at the ACM, IEEE,E;(}mbiued ACM and IEEE
digital library conferences. A weighted directed network
model is introduced to represent the co-author network and
author rank as indicators of each author’s contribution to
the network. Said and Wegman ez al. [11] analyzed the co-
authoring network of scientific publications and proposed
categorizing journal writing into a solo model (without co-
authors), a mentor model, an entrepreneurial model, and a
team model. Zheng and Gong et al. [12] studied the author
networks to investigate academic communities and
community evolution. Choi and Yi er al. [13] analyzed the
relationships between articles through keyword networks
to predict future widespread knowledge in the
management information system Lozano and
Sabastian et al. [17] studied work on the keyword co-
occurrences in library network analysis. Citation network
analysis was conducted by studying university citation
patterns for five Web Science Subject Categories with a
PageRank algorithm. It combines citation and network
analysis for a system recommendation for academic
papers [18]. Li Zhang [19] analyzed the bipartite
network topology from the book lending database at the
Shangai University library. Then, they proposed a book
recommendation system using network data. Yan and
Zhang et al. [20] analyzed the factors that influence user
behavior using network analysis and data mining
techniques using historical data on borrowing books at
Peking University. Han and Zhang er al. [21] studied
online reading behavior in university Elgital libraries
through network analysis. They show that the degree
distribution of the book-lending network follows an
exponential distribution and follows a “small-world”
phenomenon. Tunali and Ttimer et al. [22] analyzed book
lending with social network analysis and community
detection, using data on book lending from the Turkish
Ardahan University Library. They compiled a projected
graph of books and readers, then used Louvain’s algorithm
to find book communities. The results were the size of the
book community and the genre of books from each
community. Lee [23] analyzed data on borrowing books at
the university library, based on the behavior of returning
borrowed books, analyzing the distribution of book returns.

This section described the books, borrowers’ social
network analysis, and the community detection approach.

area.

1178




gm’nm’ of Advances in Information Technology, Vol. 14, No. 6, 2023

Previous works showed the limitation of the algorithms
used. Besides, many CD algorithms have yet to be applied
to library noks and borrowers’ networks. This paper
examines the performances of community detection
algorithms on the book and borrowers” projected bipartite
graph for community segmentation. The performance is
evaluated using the metrics of modularity, performance,
coverage, density, and community size.

B. Community Detection Methods

The fundamental problem in SNA is Community
Detection (CD). The issue of CD is how to automatically
identify the relevant group of nodes in a network. Along
with developing CD applications in the real world,
research to develop CD algorithms is also increasing.
Several algorithms classified as unipartite graphs are the
Louvain algorithm [24], Infomap [25]. LPA [26], and
‘Walktrap [27], and Spinglass [28]. The greedgorilhrn
proposed by Clauset and Newman et al. [29] is based on
mc)dularimplimizatinn to find the best partition in the
network. Each node is considered as its community using
hierarchical ~ clustering.  Then, the neighboring
cummuaies are merged iteratively, where each node is
moved to the community that maximizes the modularity
function. These aggregated communities are combined
until the obtained modularity function can no longer be
increased. The computational complexity on the sparse
graph is O(Nlog

The Louvain algorithm @fproposed by Blonde and
Guillaume et al. [24] with a heuristic method based on
miu]arity optimization, such as the greedy algorithm.
Louvain includes a community aggregation step to
Bpmve processing on large networks. The Louvain
algorithm consists of two steps. The first step is
mzlximizingc}bjecﬁve function by moving nodes to the
community. The second step is the community aggregation
process. In this process, the communities generated from
the first ste,pae, merged into supernodes. Both processes
are repeated until the ()bjaclivamcﬁon can no longer be
increased. The cumpulaln;ll complexity of the Louvain
algorithm is O(NlogN). The Infomap algorithm proposed
by Rosvall and Bergstrom [25] is based on the information
theory piples. which find the optimal community to
find the minimum information description of a random
walk in the graph. The algorithm maximizes the objective
function, the minimum description length. Previous
studies by Zeng and Yu [30] have found Infomap’s
performance r@ins stable for networks with up to
IC@O nodes, this algorithm runs in O(m).

The Walktrap algorithm proposed by Pons and
Latapy [27] i@s the community in the graph based on a
random walk. The basic intuition of this algorithm 1s that
random walks on a graph tend to get trapped into densely
connected parts corresponding to the filimunity . Random
walk is used to calculate the distance between nodes. The
nodes are then assigned into groups with smaller intra-
community and larger inter-community distances through
bottom-up hierarchical clustering. In the worst case, the
computational complexity is O(mn?) and space O(n?). For
sparse networks the computational complexity is O(N?
log(N)).

Raghavan and Albert er al. [26] proposed the LPA
algorithm, an iterative process to find a stable cnmmunia
on a graph without using an objective function. LPA is
based on the concept that nodes should belong to the
community of most of their neighbors. Therefore, they
gradually renew their membe[shi@ cording to  their
incident nodes. This method starts by assigning a unique
B}cl to each graph node. Then, iteratively simulates each
node in the graph and adopts the most common label
among its neighbors. The process is repeated until the label
|ches the maximum occurrence among its neighbors.
The computational complexity of the label propagation
algorithm is O(m).

Spinglass algorithm proposed by Reichardt and
Bornholdt [28], adopting ideas from statistical mechanics
and identifying communities using the spinglass model,
with requirements: (a) for nodes in the same spin state (
the same group) reward internal edges between nodes: (b)
penalize missing edges between nodes. for nfs in the
different spin state (on the different group): (c) penalize
existing edges between different groups; and (d) reward
non-links between different groups. This method is similar
to optimization based, which aims to minimize the
spinglan energy with the spin state being the community
index. In a sparse graph, the computational complexity of
this algorithm is approximately O(N*2).

C.gy§ommunity Detection Metrics

This section describes the metrics used to evaluate the
quality of community detection. The metrics are
modularity, performance score, coverage, and density are
among the metrics [31, 32]. Table I depicts the notations
and symbols used in the metrics.

TABLE L. NOTATIONS AND S YMBOLS OF COMMUNITY DETECTION

METRICS
Terms Symbol Condition
the number of nodes in
graph
the number, edges in
graph

the sum of degrees of the
nodes in community ¢

the nmumber of intr-
community edges

the number of inter-
community edges

the mber  of inter-
com ity non-edges

the number of potential E
edges in graph

E=n(n-1)/2

1) Modularity
Modularity is a popular validation metric for measuring
the strength of community structures. Good communities
have a more significant number of internal edges and a
smaller number of edges between communities than
expected when compared to a random graph [33].
2
=yn|k_ L)
mod =} m (Zm ] W
The modularity value falls between 0 and 1, with 1
indicating that the partitioning process resulted in a strong
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community. Networks with modularity in the range of 0.3
and 0.7 indicate that they have a strong community
structure. However, in some cas the limit is not met,
which can give a negative value [33]. The limitation of the
modularity metric is that it may fail to detect a community
smaller than a specific scale called the resolution limit. It
depends on the total network measure and the community
connectivity degree.
Coverage
e coverage of a community is the ratio of the number

of intra-community edges to the total number of edges [26].

The coverage value is shown in Eq. (2),
= E
cov == 2

Coverage values range from 0 to 1. A higher coverage
value means more edges within the cluster than edges
connecting  different  clusters, which means better
clustering. The coverage with value 1 means the ideal
cluster structure, where all clusters are disconnected
because all edges are in the cluster. Coverage is not a good
quality metric for finding communities. Assigning all
network nodes as one large community will result in the
maximum coverage value. An additional information, such
as the number of communities is needed to detect the
community. Since such information does not exist about
the actual community, this measure cannot be helpful for
community detection.

3) Performance score
£}l Performance score is a quality function that counts the
Eimber of pairs of vertices that are “interpreted” correctly,
kE.. two vertices belonging to the same community and
Efnnected by an edge or two vertices belonging to different
communities and connected by an edge. The
performance value is the ratio of intra-comm edges plus
intercom non-edges divided by the total potential
edges [26]. ”& definition of performance for the partition
is in Eq. (3), where n is the number of nodes, and Ci is the
community with i nodes in it. Performance scores range
from 0 to 1; higher values indicate a community with high
internal and sparse external density, so the community is

The limitation of this metric in large-scale sparse
networks, there is a high probability that the number of
non-adjacent nodes belonging to different communities
becomes very high, so the performance is biased towards
high scores in the network.

4) Density

The strength of the relationship between verm s can be
analyzed using the density function, which 1s the ratio
between the number of edges represented in the
community and the total number of edges in the entire
graph [31]. Ratios are computed for all communities to
evaluate the overall impact. The density function is defined
in Eq. (3). The density value lies in the interval [0-1]; the
higher the density indicates, the better the separation of the
community.

den = -3k | E, @)

The main drawback of this metric is that it only
considers internal relationships between community nodes
without regard to external ones and partitions whose
communities consist of edge-connected pairs of vertices.
Thus, combining it with quality metrics that consider
external community relationships is necessary. In addition
to a high internal density, the community must have a low
external densiliF)

5)  Size of the community

The size of the community metric is used to indicate the
goodness  of the resulting community distribution.
Wagenseller ef al. suggested “the desirable community™
term, namely the size of a community with strong ties in
the range of 4-150 members [34]. The basic principle, a
community that is too large, has weak connections and is
therefore unstable, whereas a community that is too small
has no practical value. Based on the community size
distribution, we measure the percentage of users assigned
to the desirable community is called the fit of community.
The fit of community f. is defined in Eq. (5), where C. is
the number of the desirable community and C is the total
number of the community.

= 0
better. fe= . X% 100% &)
_ EcHEn
per =—— 3 . MATERIALS AND METHODS
The research methodology diagram is shown in Fig. 2.
Collect Book Loan Cﬂgs;;f; Bipartite Projection of Book- Conduct Community Result Analysis
data Moo Borrower Netwark texstion

Figure 2. The re:

A. Dataset and Data Representation

The books borrowing data was collected from the
library of Ahmad Dahlan University, Yogyakarta,
Indonesia, involving 6576 records of a historical dataset in
2018-2021. This book borrowing data has barcode
attributes, book title, borrower number, borrower name,
borrower major, borrowing date, and return date. From all
these attributes, we choose the attributes relevant for

search methodology

community construction in the following: the book title’s
attributes, borrower number, and borrower department.
B. Projected Bipartite Graph

We construct a community of bipartite graph of the
library’s books borrowing transaction, where there is a
book relationship with borrowers. Then we make
projections the bipartite graph into book graphs and
borrower graphs [35]. The bipartite graph modelling
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consists of two phases; first, we represent the book
borrowing data into bipartite graph, and projected bipartite
graph. The| e develop the community detection
algorithms on the standard bipartite graph and the
projected bipartite graph representation which projects the
bipartite graph of the book’s borrowing data into the
book’s graph and the borrower’s graph to obtain the books
and borrowers segmentation.
Mzmyal-world issues can be modeled as a graph. In
eral, a graph is denoted by two tuples G(V, E), with
) is known as the vertex set and E(G) as the edges set.
A bipartite graph is a graph where the vertices consist of
two disjoint subsets where each edge does not come from
the same subset. The mathematical definitions are as
ik)@
Definition 1 [36]: A graph G(B, S, E) is called a
bipartite graph if V(G) = B(G) U S(G) and B(G) NS(G)=¢
and for each edge (uv) EE(G) either ue B(G), v & S(G)
or v € B(G),u € 5(G). G is a complete bipartite graph if
Vu€ B(G) and ¥v& S(G),(uv)E E(G).A bipartite graph
is generally represented by a b-adjacency matrix. For any
vertex biEB, 5;€ S with IB(G)l X IS(G)l where the matrix
clements are as follows:

B(x) = [l(']’f(

Because most algorithms and network analysis are
designed for general graphs, one commonly used
technique for bipartite graphs is to project one edge of the
vertex based on connectivity with the other side. Formally,
the projection a bipartite graph to a unipartite graph
can be defined as follows:

Definition 2 [37]: Let G(B.SE) is bipartite graph.
Projection of the bipartite graph G for the vertex set B to
the vertex set S is to construct a unipartite or one mode
network G'(B. E') where V(G)=B and (bib)) EE(G") if N(bi)
M N(bj) # @. The projection of a bipartite graph will
always produce a pair of unipartite graphs. The set of
vertices U associated with S and the set of vertices §
associated with U.

An illustration of the projection of a bipartite graph into
two unipartite graphs is shown in Fig. 3. The bipartite
Books-borrowers graphs are projected into two unipartite
graphs: the book and the borrower graphs. Two vertices in
the projection graph have a relationship because they have
a relationship with the same vertex in the bipartite graph.
For example, vertices 1 and 2 in a book graph are
connected because in a bipartite graph, vertices 1 and 2 are
connected to the same vertices, namely vertices A and B.

Algorithm 1 present the construction of the projected
bipartite graph from the bipartite graph. The algorithm
employs exhaustive search is to search all possible pairs of
vertices, whether they have at least one neighbouring node.
The lines 4-6 of algorithm 1 are the exhaustive search
process. The element “17 will be added to the adjacency
matrix of graph G' if they have at least one neighbour in
common. Line 7 checks whether it has the
neighbours; if yes, then the adjacency matrix is added with

bys;) € E(G)
,otherwise

(6)

same

the element “1” (line 8). Table II describes the properties
of both graphs.

Algorit rojected Bipartite Graph Construction

h
Input : &cency Matrix (B) of bipartite graph G
Output: Adjacency Matrix (A) of unipartite graph G'

! n I: number of rows (B)

nzl: number of columns (B)
CreateMatrix(A, n1. n20)

fnriF 1o nido
foer'H-I to nzdo
forkFiH 0 nzdo
if Bil[k]==1 && B[jl[k]==1 then

Aliffjl k-1
break

2
3
4
5
6
7
8
9

10
1 Ali][j] |0
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Figure 3. Projection of book-borrower graph

C. Community Detection Methods

The community detection algorithms are employed on
the book and borrower projected bipartite graph. Six
community detection algorithms described  in
Section III, such as Louvain, Infomap, LPA, Walktrap,
Spinglass, and Greedy algorithms were employed. The
community detection performance was evaluated on

as

modularity, coverage, performance, density, and
community size.
Mathematically, community detection can be

formulated as optimization problem, where the
objective is to find a partition of the nodes into non-
overlapping (:(mmnities that maximizes some quality
function. One of the most widely used quality functions is
modularity, which measures the degree of deviation of the
observed network from a null model in which the nodes
are connected randomly. Mathematical concepts and
notations, evaluation matrices and others have been
discussed previously.

The resulting book and borrower segmentation were
evaluated on the distribution of community size and its
important node (have the highest degree). The book and
borrower graphs test the community detection process by
running a community detection algorithm that only
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considers the information structure. After finding the best
commun@]etectinn algorithm, the algorithm is used to
calculate the community size distribution. The community
size distribution represents the books and borrowers’
segmentation in the book borrowing process.

IV. RESULT AND DISCUSSION

In this section, we present the performance result of
community detection on the books’ and borrowers’
projected bipartite graphs. The Louvain, Spinglas,
‘Walktrap, Infomap, LPA, and Greedy algorithms were
employed I'(ahe books’ and borrowers’ projected bipartite
graph. We evaluate the performance of the community
detection algorithms in both books and borrowers
segmentation. The results of the modularity (mod),
performance (per), coverage (cov), density (den), number
of community (nc), interval size (int size) are shown in
Table II. Interval size (int size) is the range of community
sizes obtained is from smallest to largest, a good rim@
it is in the range 4-150 (“the desirable community™). The
number of communities (nc) in Table II and the
community size (sc) in Figs. 4(a) and 4(b) Cil&h()w the
goodness of community distribution. The more the number
of communities that have a community size in the ‘desired
community’ range, the better the community distribution.
Meanwhile, Community fit expressed the percentage of
suitability ¢ e community obtained to the expected
community, the greater the value, the better the community
obtained (shown in Fig. 4(c)). The number of communities
(nc) in Table IT and the community size (sc) in Figs. 4(a)

and 4(b) czmow the goodness of community distribution.

The more the number of communities that have a
community size in the ‘desired community’ range, the
better  the community distribution. Meanwhile,
Community fit expresses the percentage of suil;lbihlym
the community obtained to the expected community, the
greater the value, the better the community obtained
(shown in Fig. 4(c)).

sc(121-150)
sc(91-120) »
sc(61-90) wem

5¢(31-60)
sc(a-30)) - —
se(1-3) e
0 20 4 60 8 100 120
WLOU WSl WWTP WINF WLPA WGRE
(a)
sc(121-150) W
5c(91-120) ™
sc(61-50) m
SC(3160)  mm—
Sc(d-30))  m— e -
sc(1-3) —

0 200 40 60 B0 100 120

mlowain mSpinglas = Walktrap

minfomap ®LPA m Greedy

(b)

mBooks Graph W Borrowers Graph
Lou SPI WTP INF LPA GRE
(<)

Figure 4. Distribution on bipartite graph: (a) Community
Distribution on books graph; (b) Community Size (sc) dis
borrower graph; (¢) Community fit.

TABLEIL PROJECTED BIPARTITE GRAPH

Type Method mod cov  per  den nc int_size
Lou 071 087 091 037 15 5-84
Spi 070 086 091 028 I8 3-86
Books  Wal 068 089 087 065 35 2-146
Graph  Inf 0.67 080 09 059 41 2-84
LPA 067 084 092 070 44 2-94
Gre 068 090 086 032 12 4-109
Lou 070 089 091 036 17 597
Spi 070 086 092 032 22 2-94
Borrowers  Wal 068 089 091 065 44 2-122
Graph Inf 067 080 09 062 52 2-88
LPA 065 086 093 073 58 2-106
Gie 065 090 086 048 21 2-141

A, Performances of Community Detection Algorithms
on Books and Borrowers Projected Bipartite Graph

1) Analysis based on metrics

Table II respectively describe the performance of the
community detection algorithm on the projected bipartite
on books graph and borrowers graph. All algorithms gave
comparative results in modularity (mod), performance
(per), and Coverage (cov)). Louvain and Spinglas obtained
the highest modularity, Infomap gave the highest
performance and Greedy with the highest coverage (cov)
values. Due to the small size of the books’ and borrowers”
graphs on the modularity metric, it may result that all
community algorithms have high performance and are
almost as good. According to the previous modularity and
coverage relationship analysis, the coverage value is
greater than 0.5 and higher than the modularity in all
kplbrithms. The table shows that all algorithms® coverage
value is greater than 0.5. Also, the coverage value is higher
than the modularity value in all algorithms. Because the
modularity value is already high, the coverage value is
very high. In terms of performance metrics, the result is a
very high value of average 91% because the book and
borrowers” graphs are of the sparse graph type.

In the density (den) metric, according to the analysis,
density is affected ln the number of communities (nc)
produced. However, there is a significant difference in the
results for the LPA, Walktrap, and Infomap algorithms
which have high density, while Louvain, Spinglas, and
Greedy are classified as low density. This difference is not
only affected by the number of communities produced but
also related to the community size distribution. The LPA,
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‘Walktrap, and Infomap algorithms produce communities
with small sizes (1-3) high enough to contribute high-
density values (shown in Figs. 4(a) and 4(b))

The community size distribution metrics in Fig. 4(a) and
Fig. 4(b) show that all algorithms produce the largest
community size with nodes (4-30). The most centralized
range of community distribution is obtained by Louvain,
while Walktrap and Greedy obtain the widest. The desired
(best) community measurement result from the community
fit metric obtained by Louvain is the best with all the
resulting communities according to the expected
community (100%), both book and borrower graphs. The
order slightly below this is Spinglas. Meanwhile, the worst
is Walktrap, followed by Greedy algorithm (shown in
Fig. 4(c)).

2)  Analysis of the algorithms

The high value of modularity produced is because the
metric is meant to maximize its value. The Louvain
algorithm is better than Greedy because there is a
mechanism for improving the performance of modularity
in the second stage, namely the formation of an
aggregation community. The Spinglas algorithm uses the
based spins applying the optimization to minimize
Spinglas in forming communities, thus obtaining good
. Meanwhile, the Walktrap and the Infomaps are
based on random walks, and the LPA is based on similarity
nodes. The detection results show that the number of
communities (nc¢) and the density is high, whereas
intuitively because the book and borrower graph are sparse,
the density should also be low. This scenario is justified
because the resulting communities are too small and do not
meet the desired community. For example, LPA only gives
64% of the resulting communities that match the desirable
communities. The LPA is the worst algorithm in
modularity and community suitability. It could be due to
the simple algorithm mechanism that relies on the
similarity of neighbouring nodes regardless of modularity.
Even though it is fast, the results are unstable.

The experimental results show that modularity (mod)
and community size (s¢) are dominant evaluation metrics.
Our experiments prove that modularity is indeed prevalent
for measuring quality. Our experimental results reinforce
the findings studied Wickramasingh [38], and Yang [39]
with research that the Louvain and Spinglass algorithms
have the best performance for small graph sizes. In
addition to the modularity metric, the community size
metric also plays a role in being considered because it can
indicate the good distribution of community sizes obtained.
Interval size (int_size) is useful for knowing a good
interval of community size (community is of good size if
4< int_size <150). In this study, referring to the value of
modularity, interval size and community size distribution,
the Louvain algorithm has the best performance.

B.  Analysis of Books and Borrowers Segmentation

In the book graph, community detection is done using
the Louvain algorithm because it has the best modularity
value. It can be seen in Fig. 5 that there are 15 communities
(segments) of books that the borrower borrows together.

The largest segment comprises 83 members (17.9%) of the
community. This segment’s most popular book (most
important node) @ueﬂimtive Research Methodology,
with 67 degrees. The top five most popular books are
shown in Table 1.

o
- o
Y .
2
: II

l A

Figure 5. Segmentation of books community

TABLE IIL. Top FIVE COMMUNITY SIZE AND POPULAR BOOKS

C‘"g’].“ﬂ'f""-" Books Title Degree
85 ualitative Research Methodology 67
62 Public Health Science 64
54 Indonesian Herbal Pharmacoposia 6l
48 Educational Research Methods 54
Quantitative, Qualitative Approach
41 Health Promotion Theory and Application A

4

In the borrower’s graph, Ee community detection is
done using the Louvain algorithm. The result is that the
segmentation of borrowers graph and the influential nodes
of each community are shown in Fig. 6 and Table IV. From
these results, it was found that there were 16 community
(segments) of borrowers who borrowed the same book,
with one prominent community that was large, with 97
members (17.5%) with the most active borrowers
borrowing books with degree 58 from the Pharmacy
department. Interestingly, it was also found that borrowing
communities from the Pharmacy depar@@leint for different
book borrowers were in the top three. The top five most
popular books are shown in Table IV.

)
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»
0
m

Figure 6. Segmentation of borrower’s community
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TABLE IV. ToP FIVE COMMUNITY SIZE AND BORROWER ACTIVE

‘Community Borrowers

Size No Department Degree
88 225 Pharmacy 38
52 739 Public Health Science 53
26 239 Pharmacy 49
40 18 Informatic 49
33 424 Biology Education 45

V. CONCLUSION

The experimental results on the book graph and
borrowers graph show that in four metrics, there is a trade-

31

[4]

(51

[6]

M

off in determining the best community detection algorithm.

Louvain algorithm and Spinglass gives the best in
modularity, the greedy algorithm in coverage, Infomap in
performance, and LPA in density. By referring to the
algorithm with the best modularity and size community
distribution, in the book segmentation, 15 communities
were generated, and the Qualitative Research
Methodology book is the most popular. In comparison,
there were 16 communities for the borrowers, and the
borrowers from the Pharmacy department were the most
diligent in borrowing books. Analyzing the process of
borrowing library books can provide significant insights
for library management in improving service quality and
user satisfaction. For example, the policy of procuring
printed books per title can be optimized depending on the
borrower’s expectations. In addition, library managers can
recommend books to borrowers based on identified
borrower segments from the same book borrowers.
Likewise, borrower segmentation information can be used
to recommend appropriate promotion strategies. For
example, for a community (department) that rarely
borrows b(. the library manager is more active in book
promotion activities.
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