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Abstract—This research aimed to modeling a geographic
information system (GIS) using graph clustering, GIS discuss
about spatial data that consists of several objects including
points, lines, regions, rectangles, surfaces, volumes, and the all
data representation of an object on earth. Graph-based
clustering techniques are extremely useful because many real
word problem domains have a natural graph representation.
This research focused on case GIS for family empowerment post
(POSDAYA) which is one of the programs for improving the
quality of human beings, especially in achieving the Millennium
Development Goals (MDGs) in Indonesia that has a priority on
family-based poverty reduction. The results are the GIS
framework model that use three components such as graph
clustering, layering, and the view of data properties. GIS
provided the spatial data and its properties, and graph clustering
as a method or algorithm used to make the layers properties and
related to each points based on similarities.
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[. INTRODUCTION

Geographic Information System (GIS) is a system that has
a function to provide spatial information and its properties. The
data on GIS which is called as spatial data which has several
objects including lines, regions, points, rectangles, volumes,
surfaces, and all data representation of an object on earth [1].
GIS will provide an accurate information when spatial data are
available and complete. Aside from being spatial data
processing function, GIS able to provide information resources
of a spatial or a particular region. The information resources
according to GIS can be proceed and utilized by using data
mining techniques, including methods of clustering and
classification. Clustering technique related to an analysis how
the dataset are organized to be groups based on similarity
measures [2], [3], and features [4]. In this research, we are
using clustering based graph which is including in graph

978-1-5090-5864-8/17/$31.00 ©2017 IEEE

partitioning topic [3]. Previous findings EGR spatial data
clustering have been reported, such as Clustering Large
Applications b upon Randomized search (CLARANS)
algorithm [5], Balanced Iterative Reducing and Clustering
using Hierarchies (BIRCH), DBSCAN (Density-based
clustering algorithm) [6], random walks [7], Partitioning
Around Medoids (PAM) [8], and CLARA (Clustering LARge
Applications) [8]. Furthermore, some basic clustering
algoriffins and methods on graph clustering have been reported
using k-Spanning Tree, Shared Nearest Neighbor, Restricted
Neighborhood Search Clustering (RNSC), Betweenness
Centrality Based, Highly Connected Components, Maximal
Clique Enumeration, and Kernel k-means, Super Paramagnetic
Clustering (SPC), Local Clique  Merging Algorithm
(LCMA),  Geometric MST Clustering (GMC), Iterative
Conductance Cutting (ICC), Markov Clustering (MCL), SideS
algorithm, Harmony Search Algorithm, Molecular Complex
Detection (MCODE), spectral clustering, and Genetic
algorithm [3], [9]-[11].

This research aimed to propose GIS model by using graph
clustering. GIS provided the spatial data and its properties,
graph clustering method or algorithm given the visualization of
GIS layers properties and made groups based on similarities of
regions points. The discussion in this paper will be associated
with the post of family empowerment (POSDAYA) as a case
study. POSDAYA is a social group activities for gathering for
collaboration, advo : communication, education,
information, and also a coordination of activities to strengthen
the integrated of family functions in groups [12]. Its program
one of the program for especially in achieving the Millennium
Development Goals (MDGs) in Indonesia.

The research findings to combine between GIS and other
method were done before, among others are the finding of
coupling the GIS by using artificial neural networks (ANN’s)
according to forecast of land use changing [13]. It's research
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resulting a land transformation model, where ANNs are used to
learn the development region patterns and are tested the model
forecast capacity, while the development of spatial information
is using geographical information system which has function as
a predictor and conclude the results of spatial analysis.
Reference [14] proposed a GIS by combining cellular automata
and neural networks. GIS utilized for obtaining spatial function
for constructing a neural network and site attributes as a
training data. In this research, the experiment of gradual land
using conservation process utilize the iterative looping of
neural network. Reference [21] use the generic procedure of
ensemble learning and determine several weak graph
clustering’s.

II. BACKGROUND

A. Geographic Information System (GIS)

Most of Geographic information system (GIS) definition
can be viewed from two aspects, GIS as a technology which
defined as a set of tools, and GIS as a problem solving is
related to optimizing the spatial data and its attributes in the
decision support activities [15]. Therefore, a GIS is
representing the spatial data information system which has
some relevant object or thiffon the surface of the earth [16].
GIS also can defined as computer program for acquiring,
storing, interpreting, and displaying spatially organized
information [17]. GIS function can be divided into four
components, such as input of data component, data storage and
management, data analysis and manipulation, and data output
[15], see Fig. 1.

Data input is the procedures to converts data from the
existing form or raw into one or database which can be utilized
by a GIS. It source can be form several process such aummual,
scanning, digitizing, and remote sensing [15], [18]. There are
two types of data to be entered in a GIS, they are spatial data
(geographic location of features) and non-spatial data
(descriptive or numeric information about features) [18].

Spatial data represented as a physical level in the form of
raster format (grid cells/pixels) and wvector format [15].
Reference [17] divided a layers in three types: 1) vector layers
which has Elntaining objects made up from points (e.g town),
line form (e.g. roads), or polygons form (e.g. national or state
boundaries), 2) data which usually stored in the database tables
contain attributes individual objects, and 3) raster layers which
is containing sites data within a region.

Data storage and
| management

Data input and analysis Data outpat

| Data manipulation

| User interface

Fig. 1. Structure of GIS [15].

Type output of GIS can be classified into four categories
[15], including: 1) text output such as tables, lists, number or
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text response to queries, 2) graphic output can be viewed such
as by screen display, maps, and graphs, 3) digital data that
stored in the disk or transmitted across a network, and 4) not
yet commonly used, such as computer-generated sound and
video clips. Data storage and management include both
functions of store and retrieve the data from the database.

Two important kinds of functions within a GIS are data
analysis and models [17]. Some technique can be used for
comparing and analyzing data layers, such as kriging, spatial
correlation of variables, nearest neighbor analysis, and fractal
dimension of shapes. A GIS-based decision analysis requires
representation of a real word geographic system in the digital
format [15].

B. Graph Clustering

Bl Graph clustering is associated with splitting and grouping
vertices in a large graph based on similarity of various criteria
including vertex connectivity [19]. Nowadays, graph clustering
mostly used for many applications in areas such as medical
field for diseases classification, grouping of compounds in the
field of chemistry, and in the most popular one is in social
studies, graph clustering use for classification of statistical
findings [5]. Graph clustering also has been utilized for finding
related people to make a group in the a networks analysis [20],
give recommendations in a e-commerce based on a trend or
group opinions, and in the bioinformatics field graph clustering
has utilized for classification of gene expression and grouping
of epidemics spreading [20].

The key issue of clustering analysis of spatial data has been
defined by Ng and Han [5] as follows:

e Natural similarity aspect. Is there a natural similarity
between "objects” to be clustered? Cluster analysis will

be very easy if done on spatial attributes only,

Size of objects. Classify objects number, because a
traditional cluster analysis techniques or algorithms are
not designing for a large data sets or objects.

The example, given Prim’s minimum spanning tree
algorithm as a simple clustering algorithm using graph
clustering [11], shown in Fig. 2. At each iteration an edges is
chosen that satisfies the following two criteria: (1) exactly one
of its endpoints is in T and (2) the edge is of minimum weight
among those that satisfy (1). Line 1 is initialize T with a
random vertex from G. Line 3, 4, and five are executed
iteratively until all the vertices in G become part of T (Line 2).
When the algorithm terminates, T holds the minimum spanning
tree of G.

Input: A (distance) weighted, undirected graph G = (V. E)
Output: A graph T that represents the minimum spanning tree

1 Initialize T with a random vertex from G

2 while V(T) # V(G) do

E] Er = {(u,v) € E(G):ueTorveT}

4 Minedge = (1, v) : weight(u, v) minimum in Ey

5 Add minggg 1o T

& end

7 return T’

Fig. 2. Prim’s minimum spanning tree algorthm.
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C. Family Empowerment Post (POBA ¥4)

Family Empowerment Post (POSDAYA) is a forum
gathering, advocacy ,communication, information, education
and also can developed into coordination of activities
strengthening family functions in an integrated manner [12].
POSDAYA is a container for all family members to their field
wider. In POSDAYA wealthier families, with the support and
assistance of government officials or community organizations,
is expected to help families in need.

III. METHOD
In this preliminary study consists of three main phases such
as analysis and design of spatial database systems (SDBMS)
[16],[21]., data mining phase [21], and providing view on GIS.
A. Spatial Database Systems (SDBS)
Spatial Database Systems (SDBS) are database system
containing of knowledge of spatial data. It used for managing
data including data store and retrieving data.

B. Dara mining phase
The data mining steps consisting selection, data reduction,
data mining process, and evaluation [21].

Selection. In this phase subset of all data of knowledge
or attributes are selected for the next process.

e Data Reduction. Data reduction is a process of
transformation technique of selected attributes to be
more effective and ready to compute in the data mining

phase.
Data mining. In this phase, we applied a suitable
algorithm to produce a data pattern

Result Interpretation. This step aims to see the
evaluation of the pattern to describe the information
which gain from the data mining process.

C. Combining data mining and GIS visualization

For combining data mining results and GIS visualization,
we use point locations on the Google Maps.

IV. RESULTS AND DISCUSSION

A. Spatial Database Systems (SDBMS)

The spatial database systems for Posdaya shown in Fig.3
consists of Posdaya coordinate latitude and longitude.
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Fig. 3. Spatial database system of Posdaya.

B. Data mining and GIS visualization

The prototyping of Geographic Information System (GIS)
combined with graph clustering shown in Fig 3. The sampl@}f
maps is Yogyakarta city, Indonesia. The kind graph shown is a
star graph with n-vertices. A star graph is a finished bipartite
graph when a single vertex according to one set and the other
remaining vertices according to other set [22]. In the Fig. 4 (a),
(b), (¢) and (d), there are set of ‘n’ vertices which a single
vertex has connected to all of the ‘n-1" vertices. Fig. 3 (a)
shows the user interface of GIS system consisting of : (1) the
maps with points that connected with the a single vertex in the
form of star graph, (2) the second is information of region and
clustering produced, and (3) the third is information about
symbol/properties. Fig. 5 shows the view of GIS with all
clusters, each clustering differencing with the color of point
and grouping by line with a centroid for each clusters.

Posdaya Maps. ]
Yogyakana Cay
" Clustesng 1

Chustenng 2

Clusteing 3

Clustemng 4

(b)

Fig. 4. View of GIS with graph clustering.

(d)
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Clustenng

¥ Yogyakata Cay

| ¥ Clustesng 1
W/ Clustenng 2
| Chustesing 3
| Clustenng 4

Posdaya Maps

Symbology

Fig. 5. View of GIS that shown all cluster.

C. Simulation results on Google Maps

In the preliminary research we have classified Posdaya data
into 4 groups or clusters level such as Pre-Posdaya (Fig. 6a),
semi-independent (Fig. 6b), independent (Fig. 6¢), and core-
indep@Ment Posdaya (Fig. 6d). The visualization on Google
Maps shown in Fig 6.
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(c) (d)

Fig. 6. Visualization of Posdaya on Google Maps.

V. CONCLUSION

The main contributor of this paper is a proposed the
technique how to combine GIS with graph clustering. GIS
provides spatial data and properties stored in spatial databases
system (SDBS) that can be used to perform clustering.
Clustering visualized in graph form. Each cluster has a centroid
that is connected with the points representing a certain area or
region that resembles as a star graph. Additionally, each cluster
also has a calm colors.

To making the graph, the initial or first centroid is defined,
and then the centroid will be looking for a similar point with
the defined measurement. If the point checked is have a high
similarity, then the point will be a group with the centroid and
signed the point already have a group, else the point will be the
next centroid. Each centroids will be looking for the other
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points which not yet have a group and adding the member of
their group based on similarities, and the new centroid will be
created if the points do not have similar meaning. It process
repeated until all the dataset checked. To check the similarity
we can used modified or established clustering method.
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