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I. Introduction 

Movie reviews are a vital source of information on social media platforms, as they directly reflect 
viewers' opinions on various aspects of a film [1]. Movie reviews on websites are typically informal 
and unstructured yet effectively convey viewers' emotions [2]. The use of lengthy plot summaries and 
complex literary devices, such as rhetoric and sarcasm, complicates sentiment analysis, making it 
difficult to interpret the underlying meaning and emotions in the text accurately [3]. Sentiment 
analysis of movie review data plays a crucial role in evaluating films by determining the sentiment 
expressed in clusters of text data, such as documents, sentences, and paragraphs. Sentiments are 
typically classified into three categories: positive, negative, or neutral [4]. Negative reviews, in 
particular, can strongly influence viewers' decisions, often deterring potential audiences from 
watching a film [5]. There are two primary approaches to sentiment analysis. The first approach 
employs a sentiment lexicon, where experts compile a list of sentiment-laden words to assess the 
sentiment expressed in the text [6]. The second approach utilizes machine learning techniques, mainly 
focusing on binary classification to distinguish between positive and negative sentiments [7]. 

Support Vector Machine (SVM) is a widely used machine learning algorithm for sentiment 
classification of movie reviews. Studies [8] and [9] demonstrated the algorithm's effectiveness in 
classifying sentiments using movie review data from the IMDB website, showing superior 
performance compared to other algorithms. The data used in both studies exhibit a balanced class 
distribution, which only reflects the reality where the class imbalance is commonly found. Class 
imbalance occurs in sentiment analysis when positive or negative opinions dominate the datasets [10]. 
This imbalance causes classification methods to be biased toward the majority class, resulting in more 
frequent incorrect predictions for the minority class. Such a condition reduces overall model 
performance and explicitly impacts sensitivity and precision for the minority class [11]. The other 
issue is the high-dimensional nature of text data, where the representation of words through document-
term matrices often results in a matrix of size n×p, with n denoting the number of documents and p 
representing the number of features [12]. Here, features are typically unigram tokens, with each word 

ARTICLE INFO A B S T R A CT   

Article history: 

Received 30 September 2024 

Revised 13 November 2024 

Accepted 13 December 2024 

Published online 24 December 2024 

 

Movie reviews are crucial in determining a film's success by influencing audience 
decisions. Automating sentiment classification is essential for efficient public opinion 
analysis. However, it faces challenges such as high-dimensional data and imbalanced 
class distributions. This study addresses these issues by applying manifold learning 
techniques, Principal Component Analysis (PCA) and Laplacian Eigenmaps (LE) to 
reduce data complexity and undersampling strategies (Random Undersampling (RUS) 
and EasyEnsemble) to balance data and improve predictions for both sentiment 
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IDF) features with a linear kernel without dimensionality reduction. RUS provided 
balanced but inconsistent results, while Review of Systems (ROS) combined with 
PCA (85% variance cumulative) improved predictions for negative reviews. Laplacian 
Eigenmaps were effective for negative reviews with 500 dimensions but less accurate 
for positive ones. This study highlights EasyEnsemble's superior performance in 
addressing the class imbalance, though optimization with manifold learning remains 
challenging. 
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considered a separate explanatory variable, leading to a high-dimensional and sparse matrix [13]. High 
dimensionality increases memory usage and computational time, which can hinder the generalization 
capability of learning algorithms [14].  

The study resolves the trade-off between computational efficiency and classification performance 
in high-dimensional with imbalanced classes by utilizing approaches that boost model effectiveness 
while simultaneously reducing processing time. Manifold learning techniques such as Principal 
Component Analysis (PCA) and Laplacian Eigenmaps (LE) are applied to handle the high-
dimensionality problem. These methods assume that high-dimensional data can be effectively 
projected onto a lower-dimensional manifold, capturing and preserving the essential underlying 
structure of the original data clusters [15]. PCA focuses on retaining the principal components that 
capture the majority of the variance in the data, thereby reducing computational time [16]. Studies 
[17] and [18] applied PCA before implementing SVM modelling on Amazon product review data, 
resulting in better performance than models without PCA. Meanwhile, LE constructs a similarity 
graph to map data points, preserving the local similarities after dimensionality reduction and 
maintaining the integrity of the data [19]. A study [20] demonstrated that LE outperformed other 
nonlinear methods, such as kernel PCA, t-SNE, and ISOMAP, when applied prior to SVM modelling 
using the same dataset. 

Undersampling techniques like Random Undersampling (RUS) and EasyEnsemble address class 
imbalance. RUS reduces the sample size of the majority class to match that of the minority class, 
thereby balancing the class distribution [21]. Study [22] proved effective in improving performance 
when applying this method to high-dimensional and imbalanced data using text data from Twitter. 
Compared to oversampling methods, RUS has shown competitive results regarding the Area Under 
the Curve (AUC) and G-Mean metrics [23]. EasyEnsemble, on the other hand, divides the majority 
class into multiple subsets, each of which is used to train separate estimators alongside the minority 
class data [24]. Study [25] combined Random Forest with EasyEnsemble for fake review 
classification, resulting in better performance than the alternative methods.  

This research aims to improve sentiment classification performance in movie reviews by 
addressing high-dimensional data and class imbalance challenges. The proposed approach integrates 
manifold learning techniques like PCA and Laplacian Eigenmaps to reduce data dimensionality and 
undersampling techniques, like RUS and EasyEnsemble, to handle class imbalance. This method is 
expected to enhance classification accuracy, improve computational efficiency, and accelerate 
decision-making processes related to audience sentiment. The findings have significant implications 
for Indonesia’s film industry, enabling a better understanding of audience sentiment to optimize 
marketing strategies and audience engagement. Automating sentiment analysis on platforms like 
TikTok, Instagram, and X could also help Indonesian filmmakers and production houses craft targeted 
promotional campaigns and gain insights into public reception, fostering growth and competitiveness 
in the global market. 

II. Methods  

A. Data 

The data used in this study consists of reviews and ratings for the Indonesian action-thriller film 
The Raid 2: Berandal, directed by Welsh filmmaker Gareth Evans and released in 2014. The film 
garnered significant international attention, especially in regions like the United States, United 
Kingdom, Canada, and Japan, known for their intense action scenes. This broad appeal made The Raid 
2 an ideal choice for analysis. The reviews were collected using R version 4.3.2 web scraping 
techniques, specifically through the Rvest version 1.0.4 package from the IMDB and Letterboxd 
websites. 

B. Preprocessing 

Data preprocessing is a series of essential steps in preparing raw data for classification [26]. Text 
processing involves several key steps to prepare textual data for analysis. First, case folding is 
performed to standardize all text into lowercase, ensuring consistency regardless of capitalization. 
Next, the cleaning text step removes unwanted elements such as punctuation, symbols, numbers, and 
emojis, leaving only meaningful text. Acronym expansion follows, converting abbreviations into 
complete forms to enhance clarity and context. Subsequently, stemming or lemmatization is applied 
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to transform words into their base or root forms, reducing variations and simplifying analysis. Lastly, 
stopword removal eliminates common words like conjunctions and pronouns, which often carry little 
semantic value, focusing on the text's more significant components.  

The preprocessed text data undergoes feature extraction to transform the raw text into numerical 
representations suitable for machine learning models. Various feature extraction techniques are 
employed, such as TF-IDF, Word2Vec, n-grams, GloVe, and BERT. This study uses TF-IDF, 
Word2Vec, and their combination (Word2Vec + TF-IDF) due to their effectiveness in capturing word 
relationships and improving sentiment classification. Additionally, these methods are chosen for their 
computational efficiency compared to more complex models [27]. Term Frequency-Inverse 
Document Frequency (TF-IDF) is a standard information processing and data mining method. tf 
measures how often a word appears in a specific text. At the same time, idf assesses the importance 
of that word across the entire collection of documents [28]. The formulation for calculating TF-IDF 
as in (1). 

𝑤𝑖𝑗 = 𝑡𝑓𝑖𝑗 . 𝑙𝑜𝑔 (
𝑁

𝑑𝑓𝑖
)   (1)  

Word2Vec is a word vector learning technique that utilizes neural networks to predict the next 
word. There are two main types of neural network models based on the prediction approach: the 
Continuous Bag of Words (CBOW) model, which predicts the next word based on a set of input words 
similar to the n-gram model, and the Skip-Gram (SG) model, which predicts a set of surrounding 
words using a single word as input [29]. This study employs the Skip-Gram model, known for its 
effectiveness in generating word embeddings by capturing word context and semantic relationships, 
where the Skip-Gram method predicts the context based on the target word [30]. The method [31] 
enhances feature representation, where Word2Vec and TF-IDF are combined. Specifically, the term 
value from TF-IDF is multiplied by its corresponding word vector, and all term vectors from the input 
are then summed to produce a single vector representation. 

The next step in the preprocessing phase is to label the film review data sentiment based on each 
review's rating score. Reviews rated four or less out of 10 are categorized as unfavourable. In contrast, 
those with a rating of 7 or higher are classified as positive. Reviews with a rating score of 5 or 6 out 
of 10 are considered neutral. However, this study concentrates only on positive and negative reviews 
[32]. 

C. Data Analysis 

Various methodological approaches are used to classify sentiment in movie review data. This study 
employed R software (version 4.3.2) for dimensionality reduction using the prcomp function from the 
stats package for PCA and the do. Lapeig function from the Rdimtools package for LE. It also 
addressed imbalanced data and implemented classification algorithms, explicitly using the SVM 
function from the e1071 package for SVM. The data analysis process is presented as a flowchart in 
Figure 1. 

The first step is to perform dimensionality reduction on the feature-extracted data. This process is 
illustrated in Figure 2. This study's dimensionality reduction approach to feature extraction uses PCA 
and LE. PCA is a statistical method that transforms correlated variables into a new set of uncorrelated 
variables. This technique can produce fewer new variables while effectively explaining the variance 
in the data [33][34]. Conversely, LE, introduced by [35], is a spectral technique for nonlinear 
dimensionality reduction that preserves local data structures through graph-based Laplacian matrix 
decomposition. LE considers the intrinsic geometry of the data by constructing a graph based on the 
neighbourhood relationships among observations. In this graph, each node represents an observation, 
and the size of the edge connecting these nodes reflects the degree of similarity between neighbouring 
data points [36]. This study also compares the sentiment classification of movie reviews without 
applying dimensionality reduction.  
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Fig. 1. Data analysis process 

 

Fig. 2. Dimension reduction process 

The dataset is split into 80% training, and 20% testing, with the partitioning repeated 100 times 
using random sampling to ensure equal representation and robustness in model evaluation. Class 
imbalance is addressed using undersampling techniques, namely RUS and EasyEnsemble. A scenario 
without handling class imbalance and oversampling with ROS is also included for comparison. RUS 
reduces the majority class by randomly removing samples [37]. EasyEnsemble creates multiple 
balanced subsets of the majority class, where each subset is used to train a model, and the results from 
all models are combined to make a final decision [38]. ROS increases the number of minority class 
samples by replicating them to improve model performance on underrepresented classes [37]. Figure 
3 illustrates strategies for managing imbalanced data.  

The training data determines the optimal hyperparameters after addressing class imbalance. This 
process employs stratified 5-fold cross-validation, which divides the data into five folds while 
maintaining a balanced proportion of minority and majority classes. One fold is the validation set, and 
the remaining four folds are used for training [39]. Hyperparameters are selected using grid search to 
explore predefined parameter combinations systematically. The optimal hyperparameters are chosen 
based on the highest average G-Mean across the folds. The hyperparameters with the most minor cost 
or gamma values are selected if the average G-Mean values are identical. The specific 
hyperparameters adjusted in this study are listed in Table 1. 

The classification method employed is the SVM. The concept of SVM involves identifying a 
suitable hyperplane that effectively separates the two data sets by maximizing the margin between the 
hyperplane and the nearest data points [40][41]. This study uses Linear and Radial Basis Functions 
(RBF) kernel. 
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Fig. 3. Handling imbalanced class process 

Table 1.  Hyperparameter and values 

Method Hyperparameter Value 

PCA 

LE 

 
 

EasyEnsemble 

SVM 

Cumulative Variance Proportion 

Number of Neighbour (k) 

Number of Dimensions 
Kernel Scale 

Number of Estimator 

Cost (C) 

Gamma (γ) 

75%, 85%, and 95% 

5 

50,100, and 500 
50 and 100 

101 

0.01, 0.05, 0.1, 0.5, 1, and 5 

0.001, 0.005, 0.01, 0.05, 0.1, and 0.5 

 
D. Evaluation 

The classification model is evaluated using a Confusion Matrix, which compares the actual 
sentiment labels with the predicted ones, encompassing the metrics of True Positive (TP), True 
Negative (TN), False Positive (FP), and False Negative (FN) [24]. Model performance is assessed 
through Accuracy, Sensitivity, Specificity, and G-Mean. The formulas for calculating these metrics 
are presented as in (2) to (5). Accuracy is not a metric, as it represents the overall classification ability 
and can be misleading when data distribution is imbalanced. Sensitivity and specificity are essential 
for identifying the prediction capability for positive and negative classes, helping to assess classifier 
effectiveness for both majority and minority classes [42]. G-Mean is an evaluation metric that provides 
an overall picture of model accuracy by considering both minority and majority classes [42].  

Accuracy =
TP+TN

TP +FP+TN+FN
                                 (2) 
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Sensitivity =
TP

TP +FN
                    (3) 

Specificity =
TN

TN+FP
                    (4) 

G-Mean = √Sensitivity x Specificity                   (5) 

III. Results and Discussion 

The study focuses on English-language reviews to capture responses from a global audience rather 
than solely from Indonesia. The reviews collected include 357 from IMDB and 2749 from the 
Letterboxd website, totalling 3106 reviews for the film The Raid 2: Berandal. Neutral reviews, 
totalling 1273, were excluded from the analysis because the study focuses only on positive and 
negative reviews. Table 2 shows a highly imbalanced dataset, with 96.18% positive and only 3.81% 
negative reviews. This imbalance challenges classification models, which often favour the majority 
class.  

Table 2.  Number and percentage of reviews 

Label Amount Percentage (%) 

Positive 1763 96.181 

Negative 70 3.819 

Total 1833 100 

 

A. Preprocessing Data 

 The writing styles in the collected review data exhibit significant differences, including the 
use of capital letters, prefixes, slang words, abbreviations, conjunctions, punctuation, and emojis. 
Preprocessing transforms the text into its base form and removes punctuation marks, emojis, and 
stopwords. This process is crucial for minimizing noise and enhancing model performance. Table 3 
provides examples of the results from this preprocessing. 

Table 3.  Results preprocessing data 

Original text Results 

Some awesome fight scenes that are sadly bogged down with an overly 

convoluted and frankly uninteresting gangster plot. Inferior to the first film... 

The awesome fight scene, sad 

bog convolute frank, 

uninteresting gangster plot infer 
And just as enjoyable with relentless action and bloody, gory violence. Enjoy relentless action, blood, 

gore, and violent. 

I hated this movie. It's a fucking endless slog, and the action exists w/  no stakes. 

The plot is the dumbest fucking thing in the world, and I can't believe I forced 
myself through 2. to 5 hours of this shit. fuck you. 

Hate fuck endless slog action 

exist stake plot dumb fuck force 
shit fuck 

 
Figure 4 presents both review classes' positive and negative unigram word cloud visualization, 

with positive reviews on the left and negative reviews on the right. The size of the text in the word 
cloud reflects the frequency of word occurrences throughout the entire review text. The larger the 
word size, the more frequently the word appears. This visualization aids in understanding the most 
used words by users within each class. Some words frequently appear in both positive and negative 
reviews for this film, which are similar. Words such as "Action," "Raid," "Good," "Fight," "Scene," 
"Story," and "Character" have high frequencies of occurrence. However, these words are the same. 
Their intended meanings in the context of the reviews are not necessarily the same.  

For example, "scene" and "fight" appear positively and negatively. In a negative review, one might 
say, "I fell asleep during a fight scene in a raid film." In contrast, a positive review could state, "The 
fight scenes are excellent—well-choreographed and brutal—but 'I wish this were longer and more 
like The Departed' is not a thought I had after watching the first film." From these examples, it can be 
concluded that there are viewers who find the fight scenes boring, while others highly enjoy and praise 
them. This highlights the subjectivity of film reviews, as individual preferences and experiences 
greatly influence how different audiences perceive the same content. 
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Fig. 4. Wordcloud of the raid 2: Berandal Reviews 

The tokenized text from the preprocessing stage is transformed into structured data in numerical 
form. Three feature selection methods, namely TF-IDF, Word2Vec, and Word2Vec combined with 
TF-IDF, are applied to convert the textual data into numerical data, all using unigram tokens. This 
film review dataset contains 4836 unique words. Table 4 presents an example of the TF-IDF feature 
extraction results from three sample reviews. A high TF-IDF value indicates that a word is unique 
within a document and rarely appears in other documents. 

Table 4.  TF-IDF results 

Text Label 
Words 

Action Sound Enjoy … Drama Extreme Supreme 

Enjoy relentless action, 
Blood, gore, violent 

Positive 0.172 0 0.709 … 0 0 0 

Enjoy extreme tense 

Organise sound camerawork, love 

Positive 0 0.783 0.608 … 0 0.783 0 

Good fight scene drama sound 
Understand the plot,  

Connect characters rudy  

Supreme 

Negative 0 0.498 0 … 0.397 0 0.774 

 
In contrast, a low TF-IDF value suggests that the word occurs frequently throughout the corpus. If 

the TF-IDF value is 0, the word is absent from the document because its term frequency (TF) is 0. For 
example, the word "sound" has a high value in positive reviews, indicating that the sound element is 
highly valued in the context of positively rated films. At the same time, its contribution is lower in 
negative reviews, suggesting that the sound aspect is not a significant factor in negative evaluations. 

Word2Vec generates a vector for each word, with each vector containing 1000 values. The cleaned 
text data from the reviews is trained using the Skip-Gram model. After modelling, predictions are 
made for each word within a given review. Table 5 illustrates the results of the Word2Vec 
representation for one review, showcasing the generated vectors for the words contained in that 
review. This approach allows for the semantic meaning of words to be captured based on their context 
in the training data. The closer the word vectors are to each other in the vector space, as measured by 
cosine similarity, the more likely they share similar contexts in the reviews, such as themes, 
sentiments, or usage patterns. This proximity indicates that words frequently appearing together in 
similar contexts during training are more semantically related. 

Table 5.  Word2Vec results 

Words V1 V2 V3 … V1000 

Enjoy 0.125 1.526 -0.663 … 1.639 

Relentless -0.613 0.797 -0.189 … 0.824 
Action 0.497 0.957 -0.179 … 1.194 

Blood -0.898 -0.261 0.929 … -0.459 

Gore -0.362 0.098 0.638 … -0.394 

Violent -0.251 0.292 0.469 … 0.012 
Enjoy relentless action, Blood, gore, violent -0.250 0.568 0.167 … 0.469 



146 L. M. R. D. Jumansyah et al. / Knowledge Engineering and Data Science 2024, 7 (2): 139–151 

 

 

The study examines the integration of Word2Vec with TF-IDF to transform text into a more 
accurate and detailed numerical representation. Word2Vec captures the semantic meaning of words 
based on their surrounding context. At the same time, TF-IDF assigns higher weights to words that 
are rare across the corpus but relevant within a specific document. During the integration stage, each 
row of the Word2Vec embedding matrix for each review is multiplied by the corresponding word’s 
TF-IDF value. The product of all words in each row is then summed to produce the final review 
representation. Figure 5 illustrates this calculation process using the TF-IDF values from the first 
review in Table 4 and the Word2Vec embeddings in Figure 5.  

 

Fig. 5. Word2vec + TF-IDF results 

B. Model Performance Evaluation 

The model evaluation uses accuracy, sensitivity, specificity, and G-Mean metrics to assess 
performance, mainly focusing on the balance between majority and minority class accuracy. The study 
compares models with and without class imbalance handling and dimensionality reduction techniques. 
Feature extraction methods include TF-IDF, Word2Vec, and a combination of both. Techniques like 
PCA, LE, ROS, RUS, and EasyEnsemble are analyzed for their effectiveness in improving 
imbalanced data classification. Each method combination is tested 100 times, ensuring comprehensive 
evaluation across the dataset. The accuracy result is presented in Figure 6. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

a. Note: RUS, Without Handling Imbalanced, ROS, EasyEnsemble 

 

Fig. 6.  Accuracy results for (a) TF-IDF, (b) TF-IDF PCA, (c) TF-IDF LE, (d) Word2Vec, (e) Word2Vec PCA, (f) 

Word2VecLE,  (g) Word2Vec+TF-IDF, (h) Word2Vec+TF-IDF PCA, and (i) Word2Vec+TF-IDF  LE 

The accuracy results in Figure 6 show that the model achieves the highest accuracy without 
handling imbalanced data and when using ROS. EasyEnsemble outperforms RUS with a linear kernel. 
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RUS performs better with a radial kernel—dimensionality reduction using LE, which results in lower 
accuracy than models without dimensionality reduction or those utilizing PCA. PCA with Word2Vec 
feature extraction achieves accuracy comparable to models without dimensionality reduction, making 
it competitive in some scenarios. However, accuracy alone can be biased, especially with imbalanced 
data, so sensitivity and specificity should also be considered. Figure 7 presents the sensitivity results, 
reflecting the prediction accuracy for positive reviews. 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

b.  Note: RUS, Without Handling Imbalanced, ROS, EasyEnsemble 

 

Fig. 7.  Sensitivity results for (a) TF-IDF, (b) TF-IDF PCA, (c) TF-IDF LE, (d) Word2Vec, (e) Word2Vec PCA, (f) 

Word2VecLE, (g) Word2Vec+TF-IDF, (h) Word2Vec+TF-IDF PCA, and (i) Word2Vec+TF-IDF  LE 

The application of oversampling and the model without handling imbalanced data, as shown in the 
sensitivity results in Figure 7, indicates a tendency for both methods to predict positive reviews in 
both linear and radial kernels. Meanwhile, for the two undersampling methods, it is observed that RUS 
outperforms EasyEnsemble in predicting the positive class in some method combinations. Applying 
dimensionality reduction techniques like PCA and LE in models without handling imbalanced data 
and ROS shows similar results to models without dimensionality reduction. Conversely, using 
dimensionality reduction in undersampling methods has yet to improve sensitivity performance.  

Figure 8 presents the specificity results, showing the prediction accuracy for negative reviews and 
evaluating model performance. Methods without imbalanced data handling and ROS accurately 
predict positive reviews but struggle with the negative class. ROS improves negative review 
prediction when combined with PCA and Word2Vec or Word2Vec + TF-IDF. In contrast, 
undersampling methods perform consistently well across all combinations, regardless of 
dimensionality reduction or feature extraction methods. EasyEnsemble outperforms RUS in 
predicting negative reviews, with the best results in several combinations that correctly predict all 
negative reviews. Additionally, applying LE dimensionality reduction in EasyEnsemble with TF-IDF 
and Word2Vec + TF-IDF feature extraction shows high specificity, enhancing negative review 
classification accuracy. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

c. Note: RUS, Without Handling Imbalanced, ROS, EasyEnsemble 

 

Fig. 8.  Specificity results for (a) TF-IDF, (b) TF-IDF PCA, (c) TF-IDF LE, (d) Word2Vec, (e) Word2Vec PCA, (f) 

Word2VecLE,  (g) Word2Vec+TF-IDF, (h) Word2Vec+TF-IDF PCA, and (i) Word2Vec+TF-IDF  LE 

The performance G-Mean, as shown in Figure 9, demonstrates that the EasyEnsemble method 
outperforms other approaches in several conditions. It performs best with TF-IDF feature extraction, 
producing a G-Mean value of 0.694, ranging from 0.476 to 0.796. While RUS performs better than 
ROS, its results are more balanced than those of EasyEnsemble. Although RUS reaches a maximum 
G-Mean of 0.8 with TF-IDF and a linear kernel, its broader boxplot range indicates inconsistent 
performance due to undersampling performed only once, which may result in the loss of important 
information. In contrast, EasyEnsemble builds models using 101 data subsets, providing more stable 
predictions by reducing bias and improving minority class representation. 

The dimensionality reduction results in Table 6 and G-Mean performance in Figure 9 show that 
PCA with 85% cumulative variance (15 principal components) performs best when combined with 
ROS for handling data imbalance. The optimal results were achieved with Word2Vec and Word2Vec 
+ TF-IDF feature extraction, outperforming RUS and EasyEnsemble. ROS improves classification by 
adding more representative data to the minority class, allowing PCA to capture more variation. 
However, PCA's performance with TF-IDF is less optimal due to high sparsity, as noted in a study 
[44]. On the other hand, LE is more effective when combined with undersampling and SVM with a 
nonlinear approach, preserving local relationships in nonlinear data.  

Dimensionality reduction in this study did not improve prediction performance for both classes 
compared to models without it. LE only showed high performance for the negative class. At the same 
time, PCA was more effective in predicting the positive class, offering better computational efficiency. 
The limited data for negative reviews likely hindered the model's ability to capture relevant patterns 
despite addressing class imbalance. A study [20] shows that applying LE on a larger dataset improves 
the model's learning from negative reviews, improving the separation of positive and negative reviews. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

 
(h) 

 
(i) 

d. Note: RUS, Without Handling Imbalanced, ROS, EasyEnsemble 

 

Fig. 9.  G-mean results for (a) TF-IDF, (b) TF-IDF PCA, (c) TF-IDF LE, (d) Word2Vec, (e) Word2Vec PCA, (f) 

Word2VecLE,  (g) Word2Vec+TF-IDF, (h) Word2Vec+TF-IDF PCA, and (i) Word2Vec+TF-IDF  LE 

Table 6.  Number of features after reduction based on best G-Mean 

Feature 

Extraction 

Number of 

Features 
Classification Method 

Reduction 

Dimension 

Reduced 

Features 

TF-IDF 4836 RUS + SVM Radial PCA 374 

TF-IDF 4836 RUS + SVM Radial LE 50 

Word2Vec 1000 ROS + SVM Linear PCA 15 
Word2Vec 1000 EasyEnsemble + SVM 

Radial 

LE 100 

Word2Vec + 

TF-IDF 

1000 ROS + SVM Linear PCA 15 

Word2Vec + 

TF-IDF 

1000 RUS + SVM Radial LE 500 

IV. Conclusions 

The study demonstrates that combining Manifold Learning techniques and undersampling 

strategies for movie review data from The Raid 2: Berandal has not performed best in sentiment 

classification. The best performance was achieved using EasyEnsemble without dimensionality 

reduction on an SVM with a linear kernel, showing superior specificity and average G-Mean results 

across all three feature extraction methods compared to other techniques. While RUS showed a 

relatively balanced performance with EasyEnsemble, the results were inconsistent. Using PCA 

combined with the ROS method improved classification performance, particularly in predicting 

negative reviews when paired with Word2Vec and Word2Vec + TF-IDF. Dimensionality reduction 

techniques such as LE did not significantly improve classification performance. However, when 

combined with EasyEnsemble, they did improve the prediction of negative reviews. A key limitation 

of this study was the low frequency of negative reviews, which affected model training and the time 

required for SVM hyperparameter selection. Future research is recommended to optimize SVM 
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hyperparameter selection and apply more advanced feature extraction techniques, such as BERT or 

GPT, to improve model accuracy. 
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