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1. INTRODUCTION 

The retail sector operates within a highly dynamic and competitive landscape, where precise demand 

forecasting is paramount for optimizing inventory management, ensuring cost efficiency, and maintaining 

customer satisfaction [1]. Conventional demand prediction methodologies, predicated primarily on historical 

sales data, frequently prove inadequate in capturing the complexities of evolving consumer behavior, seasonal 

fluctuations, and exogenous market forces. Consequently, retailers often encounter suboptimal inventory 

levels, resulting in financial losses, obsolescence, and lost revenue opportunities [2]. Machine learning has 

emerged as a promising approach to enhance demand forecasting by identifying complex patterns within vast 
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 Demand forecasting in the retail industry remains a critical challenge, with 

inaccurate predictions leading to substantial inventory inefficiencies, 

financial losses, and reduced customer satisfaction. Traditional forecasting 

methods, primarily reliant on historical sales data, often lack the capacity to 

effectively model the complexities of dynamic consumer behavior and rapid 

market fluctuations. To address this, this study proposes a refined demand 

forecasting approach through the introduction of the Spending Score, a novel 

synthetic feature that synthesizes customer purchase frequency and total 

spending to augment predictive accuracy. We implement and optimize 
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Support Vector Machine (SVM), using rigorous hyperparameter tuning 

techniques to determine the most effective model for retail demand 
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variability. By integrating the Spending Score into our predictive models, we 
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datasets to further improve predictive capabilities and model adaptability in 

the continuously evolving retail landscape. 
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datasets [3], [4]. Various models, such as Random Forest, Decision Tree, and Support Vector Machine (SVM), 

have been applied to predict product demand in retail sectors [5]. Inaccuracy in projecting demand can lead to 

overstocking which increases storage costs, or understocking which results in lost customers and revenue [6]. 

However, existing studies often overlook the impact of synthetic features that combine multiple customer 

behavioral attributes into a single predictive variable. Moreover, hyperparameter optimization techniques 

remain underexplored, which affects the overall performance of predictive models [7], [8].  

This study introduces Spending Score, a novel synthetic feature that integrates customer purchase 

frequency and total spending to improve demand forecasting accuracy. Additionally, this research evaluates 

and optimizes machine learning models using hyperparameter tuning methods to determine the most effective 

algorithm for retail demand prediction. The integration of engineered features and model optimization provides 

a data-driven decision-making framework to support retailers in optimizing inventory levels, marketing 

strategies, and supply chain efficiency [9]. Previous studies in Table 1, have various limitations even though 

they provide significant contributions [10]. 

 

Table 1. Comparison of Research Trends and Contributions 
References Topics Methodology Results Similarities Differences 

[10] 

Predicted impact 

of weather on 

retail sales 

LASSO, GBM, 

XGB, SVM, MLP 

Weather is significant 

in improving sales 

prediction accuracy by 

56%. 

Both focus on 

sales analysis 

Using weather 

data, not other 

factors 

[11] 

Supplier selection 

using a hybrid 

approach 

Decision Tree, 

KNeighbors, 

Random Forest, 

Logistic Regression 

Supplier selection 

accuracy improved by 

considering quality, 

cost, and risk. 

Both use 

machine learning 

for decisions 

Focus on supplier 

selection, not 

other 

optimizations 

[12] 

Dynamic 

inventory 

management 

ARIMA-NARNN, 

XGBoost 

Increase turnover by 

1.3% with inventory 

management 

optimization method. 

Focus on 

inventory 

management. 

Using 

combinatorial 

optimization 

[13] 
Supplychain 

optimization 
RFM, TURF 

Demand forecast 

accuracy increased by 

20%, operational costs 

decreased. 

Both support 

data-driven 

decisions 

Focus on supply 

chain, not 

customer analysis 

[14] 

Algorithm 

selection for 

predictive 

maintenance 

Supervised, 

unsupervised, semi-

supervised, 

reinforced ML 

Provides guidance for 

non-experts in 

selecting algorithms 

for predictive 

maintenance. 

Focus on 

machine learning 

based 

optimization 

Prioritize 

maintenance 

needs, not 

predictions 

 [15] 

Prediction of 

supply chain 

disruption in the 

textile industry 

SVM, AdaBoost, 

Naive Bayes, 

ADASYN 

Addressing data 

imbalance, improving 

the accuracy of supply 

chain disruption 

predictions. 

 

Both support 

machine 

learning-based 

predictions 

Focus on textiles, 

not other common 

applications 

[16] 

Multichannel 

fashion demand 

forecast 

K-means 

Clustering, ELM, 

SVR 

The KM-ELM model 

is more accurate than 

the others, with a 

MAPE of 0.13% and 

an RMSE of 0.14. 

Both support 

inventory 

efficiency 

Clustering based, 

not single 

analysis 

[17] 

Retail customer 

behavior 

prediction 

Logistic 

Regression, Neural 

Networks 

AUC Neural Networks 

72.6%, showing high 

flexibility for non-

linear patterns. 

Focus on 

customer 

behavior 

Based on churn 

classification, not 

general analysis 

[18] 

Retail sales 

prediction with a 

combination of 

models 

XGBoost, 

LightGBM, LSTM, 

Fusion models 

The most accurate 

fusion model (MAPE 

0.046, RMSPE 0.060), 

integrates tree and 

LSTM models. 

Focus on data-

driven prediction 

optimization 

Using model 

fusion instead of 

a single algorithm 

 

The research [11]focuses on supplier selection without considering other optimizations. Research 

[12]used a combinatorial optimization approach to inventory management but did not target customer analysis. 

The study [13] focuses on the supply chain without delving into customer behavior patterns. Research [14] 

only provides algorithmic guidance for predictive maintenance, not retail predictive analysis. The study [15] 

limited to the textile sector, without general application. The research [16] rely on clustering that is limited to 
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inventory analysis. The study [17] focused on customer churn classification, without extensive predictive 

analytics coverage. Finally, [18] used a fusion model for sales prediction but did not explore new synthetic 

variables. 

This study makes a novel contribution by introducing a synthetic feature called Spending Score, which is 

designed to integrate the dimensions of customer purchase frequency and amount. Spending Score offers a 

comprehensive approach to capture customer spending patterns that are not detected by standard variables. 

This feature combines demographic variables (age, gender), geographic (location), and product attributes 

(category, seasonality, and customer reviews) into a more informative representation [19].  

Spending Score is also optimized through a normalization process to ensure scale consistency in the 

analysis. In addition to feature development, this study implements model optimization techniques using 

hyperparameter tuning with GridSearchCV and RandomizedSearchCV. This approach guarantees that 

algorithms such as Random Forest, Decision Tree, and SVM achieve optimal performance by employing 

parameter tuning to identify the most suitable hyperparameters for the specific dataset [20], [21], [22], [23]. 

This process is crucial for selecting the most effective model for predicting future product demand. This 

comparison is carried out to evaluate model performance based on MSE, R2 and Cross Validation thus it can 

provide more accurate and relevant business decisions to support strategic decision making in the retail 

industry. 

 

2. METHODS 

This research employed machine learning techniques to forecast product demand within the retail sector. 

The methodology encompassed several key stages: data collection, preprocessing, feature engineering, model 

training, optimization, and evaluation. Each step is designed to ensure valid, relevant, and reliable results. The 

method used in this study is designed to build an accurate future product demand prediction model by utilizing 

the synthetic Spending Score feature. This study involves a series of systematic steps, from data processing to 

model evaluation. Fig. 1 is the flowchart of flow on this study. 

 

 
Fig. 1. Flowchart of Methodology Overview 

 

This study in Fig. 1 follows a structured methodology to develop an optimized machine learning-based 

demand forecasting model for the retail sector. The process begins with data collection, where customer 

transaction records are gathered. The data undergoes pre-processing, including cleaning, feature engineering, 

and normalization, to improve quality and predictive accuracy. A key innovation in this step is the introduction 
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of Spending Score, a synthetic feature integrating customer purchase frequency and total spending to enhance 

demand prediction.The dataset is then split into training and testing subsets to ensure robust evaluation. Next, 

three machine learning models—Support Vector Machine (SVM), Decision Tree, and Random Forest—are 

selected based on their ability to capture demand patterns. To optimize model performance, hyperparameter 

tuning is applied, using GridSearchCV for Decision Tree and SVM and RandomizedSearchCV for Random 

Forest. 

Once trained, the models are evaluated using key metrics such as Mean Squared Error (MSE), R2 Score 

and Cross Validation to assess predictive accuracy and classification reliability. The selection of Mean Squared 

Error (MSE) and R² Score as evaluation metrics in this study is based on their ability to provide a 

comprehensive assessment of model performance in demand forecasting [24], [25], [26]. MSE was chosen 

over Mean Absolute Error (MAE) due to its sensitivity to large deviations, as it penalizes larger errors more 

significantly, making it more effective in scenarios where minimizing substantial prediction inaccuracies is 

crucial. Additionally, MSE was preferred over Root Mean Squared Error (RMSE) because, while RMSE 

maintains interpretability by preserving the unit of the target variable, it can overly emphasize outliers, which 

may not always be desirable in retail demand prediction.  

Complementing MSE, R² Score serves as a measure of how well the model explains variance in the 

dependent variable, offering a relative performance indicator that facilitates model comparison. A higher R² 

value suggests that the model captures a greater proportion of demand variability, making it a valuable metric 

alongside MSE [27]. The combination of MSE and R² Score ensures both precise error quantification and 

robust interpretability, making them the most suitable evaluation metrics for optimizing machine learning 

models in retail demand forecasting. 

The best-performing model is then deployed to support retail inventory management, demand forecasting, 

and marketing strategy optimization. By incorporating Spending Score and hyperparameter tuning, this 

research enhances predictive accuracy and decision-making efficiency in the retail industry, providing valuable 

insights for both researchers and practitioners. 

 

2.1. Data Collection and Preparation 

This study uses a quantitative approach with detailed datasets in Table 3, consisting of 3,900 entries from 

the Kaggle site, covering customer demographics, geographic location, and product attributes [19]. 

 

Table 3. Dataset Description 
Variables Description Data Types 

Customer ID Identify each customer as unique. Integer 

Age Age of customer. Integer 

Gender Customer gender (male or female). Object 

Item Purchased Items purchased by customers. Object 

Category Category of items purchased (e.g. Clothing, Footwear). Object 

Purchased Amount (USD) The amount of money spent on purchases in USD. Integer 

Location The geographic location where the customer resides or purchases. Object 

Size The size of the item purchased (e.g., S, M, L). Object 

Color The color of the purchase item. Object 

Season The season in which the purchase was made (e.g., Winter, Spring). Object 

Review Rating Review rating given by customers for purchased items (scale 1-5). Float 

Subscription Status Customer subscription status (Yes or No). Object 

Shipping Type The selected shipping type (e.g., Express, Free Shipping, Next Day Air). Object 

Discount Applied Whether discount is applied to purchase (Yes or No). Object 

Promo Code Used Whether the promo code was used on the purchase (Yes or No). Object 

Previous Purchases The number of previous purchases made by the customer. Integer 

Payment Method Payment method used (e.g., Venmo, Cash, Credit Card, PayPal). Object 

Frequency of Purchases Customer purchase frequency (e.g., Fortnightly, Weekly, Annually). Object 

 

The dataset utilized in this research encompasses a multifaceted array of variables, encompassing diverse 

data types, to facilitate a comprehensive understanding of customer behavior. The Customer ID variable serves 

as a unique identifier in the form of a number (Integer) that ensures that there is no repeating customer data. 

The Age variable, also in the form of a number (Integer), represents the age of the customer and helps in 

demographic analysis. The Gender variable, in the form of an Object, indicates the gender of the customer 

(male or female), while the Item Purchased and Category, both in the form of Objects, provide information 

related to the item and its category, such as clothing or shoes. Furthermore, the Purchased Amount (USD) 

variable represents the amount of money spent in each transaction in the form of a number (Integer). Location, 
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Size, and Color, all in the form of Objects, provide geographical information, size, and color of the item 

purchased. Season, also in the form of an Object, records the purchasing season such as winter or spring. 

Review Rating records customer reviews of the item on a scale of 1–5, using a decimal precision numeric data 

type (Float). 

The Subscription Status, Shipping Type, Discount Applied, and Promo Code Used variables, all in Object 

form, represent binary information such as subscription status (Yes or No), shipping type, discount applied, 

and promo code usage. Previous Purchases, with an Integer data type, records the number of previous 

transactions made by a customer. The Payment Method variable, an Object, records the payment method such 

as credit card, PayPal, or cash, while Frequency of Purchases, also an Object, describes the frequency of 

customer transactions (e.g., weekly or yearly). The Transaction Date variable is stored in datetime64 format, 

allowing for analysis of time-based trends. 

 

2.2. Data Preprocessing 

Data pre-processing is crucial for ensuring data quality and preparing the dataset for subsequent analysis. 

The first step is to clean the data to handle missing values and remove outliers that can distort the analysis [28], 

[29]. Next, feature engineering is carried out by developing an innovative feature called Spending Score. This 

feature is designed to provide a deeper picture of consumer behavior by integrating the number of purchases, 

purchase frequency, and demographic variables. The processed data is divided into training (80%) and testing 

(20%) subsets for reliable model assessment. To improve the performance of the predictive model by selecting 

the optimal parameters for each algorithm, hyperparameter tuning is applied using the GridSearchCV and 

RandomizedSearchCV methods. This process is designed to ensure accurate and relevant results in further 

analysis. 

 

2.3. Classification Method 

The classification methods utilized in this research encompass decision tree, random forest, and support 

vector machine (SVM) for predicting future product demand. Decision Tree works by building a decision tree 

based on certain rules that map patterns from input data to predicted results [30], [31], [32]. Random Forest, 

an ensemble method based on Decision Trees, improves accuracy, and reduces overfitting by combining 

predictions from multiple trees [33]. Meanwhile, SVM works by finding the best hyperplane that separates 

data into certain classes, thus it can capture more complex patterns. These three methods were chosen because 

of their respective advantages in handling heterogeneous data, and their comparison was carried out to 

determine the best model that can provide the highest prediction accuracy and support more effective business 

decisions in the retail industry. 

 

2.4. Decision Tree 

Decision Tree organizes attributes by ordering them based on their various values. Each decision tree 

consists of nodes and branches, which are mainly used for classification purposes [34], [35]. Nodes represent 

attributes in a group, while branches represent the possible values that the node can take. This model utilizes a 

tree-based framework for decision-making. Each internal node evaluates an input feature, branching to 

subsequent nodes based on the test result. Ultimately, the model arrives at a leaf node, representing the 

predicted class or output [36]. The advantages of using this model are that it is easy to understand and interpret 

because the tree structure and rules generated are very intuitive and easy to understand, it can handle categorical 

and numeric data, fast training, and prediction time especially for datasets that are not too large, it helps in 

selecting the most relevant features for prediction [37]. 

Decision Tree is chosen for its simplicity, interpretability, and efficiency in handling categorical and 

numerical data. It constructs a hierarchical structure where each node represents a decision rule based on input 

features, making it an effective model for capturing non-linear relationships in customer purchasing behavior. 

However, a major limitation of Decision Tree is its tendency to overfit the training data, leading to reduced 

generalization on unseen data. To mitigate this, pruning techniques and hyperparameter tuning are applied to 

enhance model robustness [35]. 

 

2.5. Random Forest 

Ensemble, which improves accuracy and reduces the risk of over-fitting by combining multiple decision 

trees [34], [38]. The advantages of using Random Forest are that the combination of many decision trees 

reduces the risk of overfitting compared to a single decision tree, provides more accurate and stable accuracy 

results compared to a single model, can handle missing values well, produces more stable and consistent 

predictions through the voting process of several trees, is suitable for datasets that have many features [39]. 
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To overcome the overfitting issues of Decision Tree, Random Forest, an ensemble-based approach, is 

incorporated. By aggregating multiple decision trees trained on different subsets of data, Random Forest 

improves prediction stability, reduces variance, and enhances overall accuracy. This method is particularly 

well-suited for high-dimensional retail datasets where multiple factors such as seasonality, pricing, and 

customer demographics interact to influence demand. Additionally, Random Forest provides feature 

importance scores, enabling retailers to identify key variables that drive purchasing trends [40]. 

 

2.6. Support Vector Machine 

Support Vector Machines are a classification algorithm that maximizes the margin between data classes 

using an optimal hyperplane [32], [41]. Support Vector Machines (SVMs) exhibit a notable advantage in high-

dimensional datasets, effectively handling scenarios where the number of features surpasses the number of 

samples, can produce a large margin between different classes, can help in the classification of unbalanced 

data, using kernel functions, SVM can handle nonlinear data well, choosing the right regularization parameters, 

SVM can avoid overfit, based on strong mathematical theory, so it can be used in various situations. 

SVM is selected for its strength in handling high-dimensional data and non-linearly separable patterns. 

By mapping input features into a higher-dimensional space using kernel functions, SVM efficiently identifies 

complex demand patterns that may not be captured by tree-based models. This is particularly useful in retail 

forecasting, where demand fluctuations are influenced by multiple interdependent variables. However, SVM’s 

computational cost increases significantly with large datasets, making it less scalable compared to Random 

Forest. To address this, hyperparameter tuning and kernel selection are employed to optimize performance 

while balancing computational efficiency [42], [43]. 

 

2.7. Model Training 

Following model selection, the chosen model is trained using the designated training set. This training 

process involves hyperparameter tuning to optimize model performance by iteratively adjusting 

hyperparameters and evaluating their impact on model behavior [44]. Hyperparameter tuning is crucial for 

optimizing model performance, balancing accuracy, generalization, and computational efficiency. In this study, 

RandomizedSearchCV is used for Random Forest due to its high-dimensional hyperparameter space, which 

includes the number of trees, depth, and feature selection strategy.  

Performing exhaustive search with GridSearchCV on such a complex model would be computationally 

expensive, making stochastic sampling a more efficient approach. In contrast, GridSearchCV is applied to 

Decision Tree and SVM, as their hyperparameter spaces are more structured and manageable. Decision Tree 

optimization focuses on tree depth, split criteria, and minimum sample splits, while SVM tuning involves 

kernel selection, regularization (C), and gamma values. Fine-tuning these parameters enhances model 

robustness, preventing overfitting in tree-based models and improving decision boundaries in SVM. This 

strategic approach ensures optimal predictive performance while maintaining computational efficiency, 

making it well-suited for demand forecasting in retail applications. 

 

2.8. Model Evaluation 

Evaluation metrics are employed to assess model performance, specifically its ability to accurately predict 

outcomes for new, unseen data points. In this study, model evaluation encompasses the rigorous assessment of 

the machine learning model's performance to ensure its accuracy and reliability in making predictions. The 

evaluation measures the extent to which the model can generalize patterns from data it has never seen before, 

using a test dataset that is separate from the training dataset. 

 
MSE =

1

n
 ∑(yi − ŷi )2

n

i=1

 
(1) 

Formula (1),  Mean Squared Error (MSE), which quantifies the average squared difference between actual 

and predicted values, serves as the primary evaluation metric. MSE is employed to assess the predictive 

accuracy of the models under consideration, including Random Forest, Decision Tree, and Support Vector 

Machine (SVM), by evaluating their ability to minimize prediction errors on the given dataset [45], [46]. 

Within this study, MSE serves as a crucial metric for comparing the predictive accuracy of different 

models. Models with lower MSE values exhibit greater predictive accuracy, demonstrating a stronger 

alignment between predicted and actual purchase amounts. For example, the Random Forest model has the 

lowest MSE when compared to the other models, indicating that this model is more accurate and is better at 

capturing the patterns of the data used in the study. 
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R2 = 1 −

∑  n
i=1 (yi − ŷi )2

∑  n
i=1 (yi − y̅i )2

 
(2) 

Formula (2), R2 or the coefficient of determination (R-squared) quantifies the extent to which the 

independent variables in the model explain the variability in the dependent variable. Within this research, R-

squared serves as a key metric for evaluating model fit, indicating how effectively the model's predictions align 

with the actual observed values [47], [48]. 

 

Rcv
2 =

1

k
 ∑ RJ

2
  

k

j=1

 

(3) 

Formula (3), or Cross-validation determination coefficient is an evaluation of the performance of the 

prediction model in a cross-validation scenario. Cross-validation involves calculating the average R-squared 

value across multiple iterations. This method helps assess the model's performance in differentiating between 

distinct categories, particularly in identifying specific purchased items [49]. This is relevant to the research 

objective, which is the prediction of product demand in the retail industry using metrics such as spending score. 

These metrics support more effective data-driven business decisions by ensuring that the model is not only 

accurate in providing quantitative predictions of product demand, but also reliable in identifying specific 

categories. 
 

3. RESULTS AND DISCUSSION 

3.1. Results 

This study focuses on building a product demand prediction model in the retail sector using machine 

learning techniques. Demographic, geographic, and product-specific variables (category and season) are used 

as model inputs. The models tested include Decision Tree, Random Forest, and SVM. Evaluation is carried out 

using MSE and R² metrics to measure model accuracy [50], [51]. The research results provide valuable insights 

into the factors that influence product demand and can be used to support decision making related to supply 

chain management and marketing strategies. 

 

3.2. Spending Score 

Spending Score is a new feature in this study designed to represent various factors that influence customer 

purchasing behavior in the retail industry. This feature is built by combining important variables, such as 

demographic attributes (age, gender), geographic (location), and product attributes (category, season, and 

review rating). The process begins with customer data collection, followed by preprocessing such as handling 

missing values and encoding categorical variables. The main variables are weighted based on their influence 

on shopping behavior, then used to calculate the Spending Score as a composite score. To enhance model 

performance, the score was normalized using MinMaxScaler, ensuring consistent scaling across all data points. 

This normalized score is now suitable for input into machine learning models. Furthermore, the relative 

influence of each variable is explicitly defined through assigned weights, with the total weight sum equaling 

100%. 

Spending Score is a new feature designed to combine variables such as age, gender, location, product 

category, season, and customer reviews that influence shopping behavior. Each variable is weighted based on 

its level of influence, with product category having the highest weighting of 20%, as it is considered the most 

influential factor. Meanwhile, variables such as age, gender, and location are each given a weighting of 10%, 

while season and customer reviews are only given a weighting of 5%, reflecting their lesser influence. These 

weights are designed to provide a proportional contribution of each variable in the calculation of Spending 

Score, reflecting the characteristics of the retail domain, and can be adjusted to improve prediction accuracy. 

A fixed weighting scheme may lead to model distortions, particularly if it overemphasizes certain 

purchasing factors while underrepresenting others. This can impact inventory planning and marketing 

strategies, reducing the model’s generalizability across diverse customer segments and product categories. To 

enhance objectivity, data-driven techniques such as feature importance ranking, correlation analysis, or 

adaptive weighting through machine learning algorithms should be explored. These methods would allow the 

model to dynamically adjust Spending Score composition based on empirical evidence rather than fixed 

assumptions, improving both predictive reliability and cross-market applicability. 

Before implementing the Spending Score, feature importance on Fig. 2 analysis indicated that the 

'Category' feature exerted the strongest influence on model predictions for all three algorithms: Random Forest, 

Decision Tree, and SVM. In the Random Forest and Decision Tree models, in addition to "Category", 
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"Location", "Age", and "Review Rating" features also show significant contributions to predictions, with the 

"Season" and "Gender" features having a lower influence. In contrast, the SVM model shows the full 

dominance of the "Category" feature, while other features, such as "Age", "Location", "Season", and "Review 

Rating", only make very small contributions. 

 

  
   (a)      (b) 

 
(c) 

Fig. 2. Feature Importance Before Using Spending Score (a) Random Forest (b) Decision Tree (c) SVM 

 

This indicates by Fig. 2 that, without Spending Score, the model relies more on the purchase category as 

the main factor in prediction. Random Forest and Decision Tree show a more even distribution of feature 

importance compared to SVM, which significantly utilizes only one dominant feature. This finding suggests 

the need for additional features such as Spending Score to help the model capture more complex and diverse 

prediction patterns. The results on Fig. 3 of the Feature Importance analysis show that Spending Score and 

Frequency Encoded are the main features that have the most influence in the three Machine Learning models, 

namely SVM, Random Forest, and Decision Tree. 

 

 
(a) 
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(b) 

 
(c) 

Fig. 3. Feature Importance After Using Spending Score (a) Random Forest (b) Decision Tree (c) SVM 

 

Spending Score dominates the prediction contribution in all models, especially in Random Forest with an 

influence of almost 80%. Other features, such as Review Rating, Color, and Location, have very little impact, 

indicating low relevance in the analysis. Overall, customer shopping behavior, especially spending and 

purchase frequency, are the main indicators in determining the prediction results. Business strategies should 

focus on the features with the greatest influence to improve prediction accuracy and decision making. 

 

3.3. Optimization Model 

Model optimization is the process of improving the performance of a machine learning model by adjusting 

parameters (both hyperparameters and internal parameters) to produce more accurate predictions. Random 

Forest uses RandomizedSearchCV which is a random hyperparameter search method to find the best 

combination based on scoring. Table 4 shows the parameter tuning test of Random Forest. Before optimization 

was carried out on the three models used in this study, the evaluation results were displayed as in Table 4 

attached. 

 

Table 4. Evaluation Results Before Using Optimization 
Method MSE R2 Cross Validation 

Decision Tree 88.71 -0.72 0.17 

Random Forest 76.25 -0.48 0.16 

Support Vector Machine 84.73 -0.64 0.17 

 

Table 4 illustrates the evaluation of model performance before optimization using MSE, R², and Cross 

Validation metrics. Random Forest shows the best performance compared to Decision Tree and Support Vector 

Machine (SVM), with MSE of 76.25 and R² -0.48, although the negative R² value indicates that the model is 

not optimal in explaining data variability. Meanwhile, Decision Tree has the highest MSE of 88.71, followed 

by SVM with MSE of 84.73. Similar Cross Validation values in the three models (around 0.16–0.17) indicate 

consistent model stability, but are still low. These results are the basis for further optimization to improve 

model performance. 

The discussion of the parameter tuning test range begins with determining the model parameters to be 

optimized in the training process. Parameter tuning aims to improve model performance by selecting a 

combination of hyperparameters that provide the best results based on certain evaluations, such as R² Score or 
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Mean Squared Error (MSE). The range of values used in tuning must be chosen carefully to cover the best 

possible combinations, while still considering computational time efficiency. 

Table 5, parameter selection in RandomizedSearchCV for Random Forest is designed to explore model 

configurations ranging from simple to complex to achieve optimal performance. The n_estimators parameter 

is selected in the range [50, 100, 200, 300, 400] to balance training time and accuracy, while max_depth is set 

in [5, 10, 15, 20, None] to manage bias and variance. min_samples_split and min_samples_leaf are adjusted in 

the range [2, 5, 10] and [1, 2, 4] respectively to control node splitting and prevent overfitting. With 

RandomizedSearchCV, 20 parameter iterations are tested randomly (n_iter=20), supported by 5-fold cross-

validation (cv=5) for reliable evaluation. This approach ensures a model that is accurate, efficient, and has 

good generalization. 

 

Table 5. Random Forest Parameter Tuning Test Range 
Random Forest Tunning Parameters Test Range 

n_estimators 50, 100, 200, 300, 400 

max_depth 5, 10, 15, 20, None 

min_samples_split 2, 5, 10 

min_samples_leaf 1, 2, 4 

 

While effective in demand forecasting, the selected models have inherent limitations. Random Forest is 

prone to overfitting, especially with a small dataset and the influence of the Spending Score. Its ensemble 

nature captures complex patterns but risks poor generalization. To mitigate this, regularization techniques, 

including limiting tree depth and reducing estimators, were applied. Additionally, negative R² scores before 

optimization indicated that the models initially performed worse than a mean-based predictor, likely due to 

high variance and suboptimal hyperparameters. This issue was addressed through feature normalization and 

refined hyperparameter tuning, improving model stability. 

Table 6, the selection of weights in param_grid aims to explore the influence of hyperparameters on the 

performance of the Decision Tree model. max_depth is set in [1, 3, 10, None] to balance model simplicity and 

the ability to capture data patterns. min_samples_split ([2, 5, 7]) and min_samples_leaf ([1, 2, 4]) set the 

minimum number of samples for node and leaf splits, with small values capturing more details and large values 

improving generalization. The class_weight parameter ([None, 'balanced']) evaluates the effect of adjusting 

class weights on data imbalance. This process uses GridSearchCV with 5-fold cross-validation (cv=5) and the 

f1_weighted metric to ensure reliable evaluation and optimization of the Decision Tree model performance. 

 

Table 6. Decision Tree Parameter Tunning Test Range 
Decision Tree Tunning Parameters Test Range 

max_depth 1, 3, 10, None 

min_samples_split 2, 5, 7 

min_samples_leaf 1, 2, 4 

class_weight None, 'balanced' 

 

Table 7, Parameter selection in param_grid for SVM optimization using GridSearchCV is designed to 

explore combinations that affect model performance. The C parameter ([0.1, 1, 10]) controls regularization, 

with small values producing simple models and large values providing higher flexibility. The gamma parameter 

([1, 0.1, 0.01]) controls the influence of data points, with large values focusing on local patterns, while small 

values avoid overfitting with a global approach. Kernels are tested with 'rbf' for non-linear patterns and 'linear' 

for linear patterns. Three-fold cross-validation (cv=3) and the f1_weighted metric is used to ensure fair 

evaluation on imbalanced datasets, thus finding the optimal combination to maximize SVM performance. 

The poor performance of SVM likely stems from kernel selection issues, data distribution challenges, and 

computational complexity. If the chosen kernel failed to capture non-linear relationships, the model’s ability 

to generalize would be compromised. Additionally, class imbalance may have further reduced SVM’s 

effectiveness in predicting minority demand categories. Alternative feature transformations or ensemble 

techniques could improve its performance. 

 

Table 7. Support Vector Machine Parameter Tunning Test Range 
SVM Tuning Parameters Test Range 

C 0.1, 1, 10 

gamma 1, 0.1, 0.01 

kernel 'rbf', 'linear' 
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3.4. Discussion 

After getting the results of this research is the process of training machine learning algorithms, such as 

Random Forest, Decision Tree, and Support Vector Machine (SVM), to learn patterns from input data (features) 

and output (targets). This process uses processed training data, where the model tries to minimize prediction 

errors by optimizing its internal parameters. 

Table 8, model evaluation using the Mean Squared Error (MSE), R² Score, and Cross-Validation R² Score 

metrics shows that Random Forest provides the best performance with MSE 6.13, R² Score 0.93, and Cross-

Validation R² Score 0.94. This indicates its excellent ability to explain data variability and produce consistent 

predictions. Decision Tree is in second place with MSE 5.47 and R² Score 0.91, showing quite good 

performance, although not as good as Random Forest. SVM has the lowest performance with MSE 18.95 and 

R² Score 0.67, indicating that the model is less than optimal in capturing data patterns. Overall, Random Forest 

is the most accurate and reliable model in this evaluation. 

 

Table 8. Evaluation Results After Using Optimization 
Method MSE R2 Cross Validation 

Decision Tree 5.47 0.91 0.91 

Random Forest 6.13 0.93 0.94 

Support Vector Machine 18.95 0.67 0.61 

 

Regarding evaluation metrics, while MSE and R² Score offer insights into prediction accuracy, MSE over-

penalizes large errors, and R² alone does not capture absolute error magnitude. Alternative metrics like MAE 

or RMSE could provide a more balanced assessment, as MAE is more interpretable, and RMSE retains unit 

consistency, leading to a more comprehensive evaluation of forecasting performance.  

Fig. 4, Comparison of results after optimization shows Random Forest with the best performance 

compared to Decision Tree and SVM, with the lowest MSE, highest R² Score, and stable Cross Validation R², 

indicating good accuracy and generalization. Decision Tree is in second place with lower MSE and R² Score, 

but still better than SVM. SVM has the worst performance with the highest MSE and lowest R² Score, 

indicating its inability to capture data patterns. Therefore, Random Forest is recommended as the best model 

for this dataset. 

 

 
Fig. 4. Comparison of Results After Optimize 

 

Based on the visualization results in Fig. 5, the Random Forest model shows the best performance with 

predictions closest to the diagonal line, which is the perfect prediction line. Most of the prediction points in 

this model are around the line, indicating high accuracy and the model's ability to capture data patterns 

consistently. On the other hand, the Decision Tree model has a prediction spread that is further from the 

diagonal line, indicating a higher level of prediction error than Random Forest, although it is still quite good at 

explaining data variability. 

Meanwhile, the Support Vector Machine (SVM) model showed the worst performance, with predictions 

that were almost constant around a certain value, so far from the perfect prediction line. This shows that SVM 

failed to capture the data pattern well. Overall, Random Forest can be recommended as the best model for this 

dataset, followed by Decision Tree, while SVM is less than optimal for use in this context. 
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   (a)      (b) 

 
(c) 

Fig. 5. Evaluation of Prediction vs Actual Values of Model (a) Random Forest (b) Decision Tree (c) SVM 

 

4. CONCLUSION 

This study highlights the effectiveness of machine learning models, particularly Random Forest, Decision 

Tree, and SVM, in improving retail demand forecasting through feature engineering and hyperparameter 

optimization. The introduction of Spending Score as a synthetic feature demonstrates its potential to enhance 

predictive accuracy; however, several limitations must be considered. Overfitting remains a concern, especially 

in Random Forest, due to the relatively small dataset, which may reduce the model’s generalization ability on 

larger and more diverse data. Additionally, the validity of the Spending Score weighting scheme requires 

further evaluation, as its current formulation, while effective in this study, may introduce bias when applied to 

different retail environments. Furthermore, the SVM model underperformed, likely due to kernel selection 

issues and the non-linearity of customer purchasing behaviors, suggesting the need for alternative kernel 

functions or ensemble-based enhancements to improve its predictive performance. 

While the results indicate that the proposed approach enhances demand forecasting, it is essential to avoid 

overgeneralization without extensive validation. The model cannot be assumed to be universally applicable 

across all retail sectors without further testing on varied datasets. Additionally, its scalability must be assessed, 

particularly regarding computational feasibility and predictive stability on larger datasets. Future research 

should explore whether the model remains effective under different market conditions, customer behaviors, 

and product categories. 

To further refine the approach, ensemble models or deep learning architectures should be investigated to 

enhance predictive accuracy. Additionally, Spending Score weighting should be reevaluated using data-driven 

statistical methods to improve adaptability across various datasets. Finally, testing the model on larger and 

more diverse datasets is necessary to evaluate its generalization capability and real-world applicability. 

Addressing these limitations will contribute to the ongoing advancement of data-driven demand forecasting in 

the retail sector. 
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