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1. INTRODUCTION 

Digital transformation has brought about major changes in the hospitality and property rental industry, 

one of which is through the presence of internet-based platforms such as Airbnb [1]. The platform allows 

property owners to offer short-term accommodation to renters, including both international and local travelers 

[2]. Tokyo's dynamic rental market presents unique challenges in occupancy prediction due to seasonal 

variations and policy shifts. Prior research has focused on price prediction, but occupancy forecasting remains 

underexplored. This study bridges that gap by comparing ARIMA, XGBoost, and LSTM with hyperparameter 

tuning to enhance predictive accuracy. The research contributions are: (1) A comparative analysis of 

regression-based occupancy prediction models, and (2) An investigation of hyperparameter optimization 

impacts on model performance [3]. The rapid growth of the digital economy has transformed various industries, 

including hospitality and property rentals. Platforms like Airbnb have emerged as major players in short-term 

accommodation services, catering to both local and international travelers. Tokyo, Japan, as a leading global 
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 The rapid growth of the digital economy has increased the importance of 

accurately predicting Airbnb property occupancy rates, especially in dynamic 

and competitive markets such as Tokyo, Japan. Property owners face 

significant challenges in forecasting occupancy rates due to seasonal patterns, 

non-linear trends, and complex temporal dependencies within the data. 

Addressing these challenges, this study investigates the performance of 

ARIMA, XGBoost, and LSTM models in predicting Airbnb occupancy rates 

in Tokyo. The dataset is collected from Airbnb listings and includes relevant 

features such as location, price, customer reviews, and historical occupancy 

rates. The models were optimized using Grid Search for ARIMA and Random 

Search for XGBoost and LSTM to identify the best hyperparameter 

configurations. Evaluation metrics included Mean Absolute Error (MAE), 

Root Mean Square Error (RMSE), and Coefficient of Determination (R²), 

which are more appropriate for regression tasks. The results indicate that 

XGBoost achieves the highest R² (0.23), followed by LSTM (0.19) and 

ARIMA (0.03). However, the low R² values suggest that the models struggle 

to capture occupancy rate variations, indicating the potential influence of 

unmodeled external factors such as seasonality and policy changes. This 

study highlights the importance of hyperparameter tuning in improving 

prediction accuracy and contributes by providing an in-depth comparison of 

regression-based models for Airbnb occupancy forecasting. 
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tourist destination, has a dynamic property rental market characterized by high competition influenced by 

seasonal patterns, local events, and shifting consumer preferences. Accurately predicting occupancy rates is 

crucial for property owners to optimize revenue, minimize vacancy risks, and create competitive pricing 

strategies [4]. However, the inherent complexity of occupancy data, including variables such as location, price, 

customer reviews, and historical availability, presents significant challenges in building accurate predictive 

models [5]. 

Previous studies have largely focused on different aspects of Airbnb data. For instance, Islam et al. 

investigated price prediction using the MESF-XGBoost approach [6], while Más-Ferrando et al. explored the 

factors influencing Airbnb occupancy rates during the pandemic [7]. Other research has examined regulatory 

impacts on short-term rentals or relied on simpler models that fail to capture non-linear trends and temporal 

dependencies. Despite these efforts, comparative studies that evaluate advanced prediction methods 

specifically ARIMA, XGBoost, and LSTM remain limited. Moreover, the role of hyperparameter optimization 

in enhancing model performance has not been comprehensively explored. Most previous studies have focused 

more on predicting Airbnb property prices or the impact of regulation on the short-term rental market. For 

example, a study by Islam et al. used the MESF-XGBoost approach to predict listing prices [6]. However, an 

in-depth comparative study of occupancy rate prediction methods, especially those involving the XGBoost 

approach, is [8], ARIMA [9], and LSTM [10], is still rarely done. In addition, the influence of hyperparameter 

tuning on model performance has not been thoroughly explored. 

This study makes significant contributions by addressing these gaps. First, it provides a comparative 

analysis of ARIMA, XGBoost, and LSTM models, offering insights into their ability to predict Airbnb 

occupancy rates with diverse data characteristics. Second, it emphasizes the importance of hyperparameter 

tuning (using Grid Search for ARIMA and Random Search for XGBoost and LSTM) to improve predictive 

accuracy. Third, by focusing on Tokyo’s competitive and unique property market, this study highlights context-

specific applications of predictive modeling. Finally, the findings offer practical guidance for property owners 

and platform developers, enabling data-driven decision-making to optimize occupancy and revenue strategies. 

These contributions establish a foundation for future research, particularly in integrating external factors or 

exploring ensemble methods to further enhance predictive performance. 

 

2. METHODS 

This study uses ARIMA, XGBoost, and LSTM methods [8], [11], [12] which will later go through several 

important processes in making predictions for availability in a property, there are several stages that must be 

passed, namely, data collection, data preprocessing, data transformation, data sharing. For an overview of all 

stages of the process of the method used, here is a general description of the flowchart from Fig. 1. Continued 

by developing each model, after development, the model will be optimized using hyperparameter optimization 

techniques such as random search and grid search. After this stage is completed, it will be continued by 

evaluating each model [13].  

 

 
Fig. 1. Research Flowchart 
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2.1. Data Collection and Preparation 

Table 1, the dataset used is obtained from Inside Airbnb, covering rich variables such as location, price, 

customer reviews, and property availability. The data with a total of 18,736 will later be separated into two 

data, namely with the provision of 80% for training and 20% for testing. The dataset obtained in this article 

covers the Tokyo area, Japan [14] from dataset public. 

 

Table 1. Dataset Description 
Variables Description Data Type 

id A unique identifier for each property or listing on Airbnb. int64 

name The name of the listing or property registered on Airbnb. object 

host_id Unique identifier for each listing owner or host. int64 

host_name The name of the owner or host of the listing. object 

neighbourhood_group The area/district where the property is located (all values lost). float64 

neighbourhood The specific region where the listing is located. object 

latitude Geographic coordinates (latitude) of the property. float64 

longitude Geographic coordinates (longitude) of the property. float64 

room_type Types of rooms available for rent (e.g. entire home, private room). object 

price Property rental price per night. float64 

minimum_nights Minimum number of nights to book. int64 

number_of_reviews Total number of reviews the listing received. int64 

last_review The date of the last review the listing received. object 

reviews_per_month Average number of reviews per month. float64 

calculated_host_listings_count The number of listings owned by the host. int64 

availability_365 The number of days in a year when the property is available for rent. int64 

number_of_reviews_ltm Number of reviews received in the last 12 months. int64 

 

Table 1 this dataset is designed to provide a comprehensive picture of properties listed on Airbnb, 

including information about location, owner, property type, and rental activity. Each property is uniquely 

identified by the id variable, while name represents the name or short description that owners typically use to 

attract potential renters. The host or owner of the property is also identified by the host_id and host_name, 

which provide unique information about who manages the property. In terms of location, the dataset includes 

a neighbourhood variable that indicates the specific area where the property is located, as well as latitude and 

longitude, which capture the geographic coordinates of the property. These variables are useful for location-

based analysis or data visualization using maps. While there is a neighbourhood_group column that is supposed 

to classify larger regions, all values in this column are empty, so they do not directly contribute to the analysis. 

The type of accommodation is recorded in the room_type variable, which indicates whether the property 

being rented is an entire home/apt or just a private room [15], [16]. The nightly rental price is shown in price, 

while the minimum number of nights to book is set in minimum_nights. This information provides important 

insights for property market analysis or adjusting pricing strategies. Rental activity and the popularity of a 

property are reflected in variables such as number_of_reviews (total number of reviews), last_review (last 

review date), and reviews_per_month (average reviews received each month). Additionally, 

number_of_reviews_ltm provides insight into reviews received in the last 12 months, illustrating the current 

performance of a listing. 

From the owner perspective, the calculated_host_listings_count variable indicates the number of other 

properties a host owns, giving an indication of whether the host is a casual individual or a professional host. 

The availability_365 variable records the number of days in a year that a property is available for rent, which 

is useful for assessing the availability level of a property [17]. Finally, the license column stores information 

about the licenses or permits held by the property, although some values in this column are blank. With a 

wealth of information covering location, price, rental activity, and availability, this dataset provides a rich 

foundation for conducting in-depth analyses of the Airbnb property market. A detailed explanation of each 

variable makes it easy to understand the relationship between these factors and how they impact occupancy 

and listing performance on the Airbnb platform. 

 

2.2. Data Preprocessing 

The data preprocessing stage aims to clean and prepare data so that it is ready to be used in analysis or 

machine learning models [13]. The initial steps involve data cleaning, such as handling missing values with 

imputation (mean, median, or mode), removing duplicates, and managing outliers using statistical techniques 

to reduce bias [18]. The data is then transformed, including normalization on numeric columns to have a 

uniform scale, as well as encoding categorical variables such as room type into numeric format [19]. Next, 
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feature engineering is performed to create new, more meaningful features, such as location zones based on 

geographic coordinates. Irrelevant data is filtered out, and the dataset is divided into training (80%) and testing 

(20%) data to improve the model's ability to predict new data. Finally, initial visualizations such as histograms 

and scatter plots are used to understand data patterns, distributions, and detect anomalies, ensuring the data is 

in optimal condition for further analysis [20]. 

 

2.3. Classification Method 

2.3.1. ARIMA (Autoregressive Integrated Moving Average) 

ARIMA is a classical statistical method used to analyze and predict time series data [9]. The 

implementation process begins with loading the dataset, calculating daily availability, and determining the 

occupancy percentage [21]. Data is grouped by region, and regions with less than 10 data are skipped. Model 

optimization is performed using Grid Search, which aims to find the best combination of parameters (p, d, and 

q) to improve prediction performance [11], [22], [23]. 

 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞) ∶ 𝑌𝑡 = ∅1 𝑌𝑡−1 + ∅2 𝑌𝑡−2 + ⋯ + ∅𝑝 𝑌𝑡−𝑝 + 𝜀𝑡 − 𝜃1𝜀𝑡−1 − 𝜃2𝜀𝑡− − ⋯ 𝜃𝑞𝜀𝑡−𝑞 (1) 

 

2.3.2. LSTM (Long Short-Term Memory) 

LSTM is a type of artificial neural network designed to handle long-term dependencies in time series 

data [24]. In this study, the dataset was scaled using MinMaxScaler to ensure the data was in the appropriate 

scale. The data was grouped by region, and only regions with sufficient data were analyzed further [25], [26], 

[11]. Model hyperparameters are optimized through an efficient parameter space search. LSTMs are trained 

with optimal parameters, and model performance is evaluated using various metrics. LSTMs excel at learning 

complex patterns in time series data by preserving important information through a “gating” mechanism in 

their structure [27]. The general formulas that normaly uses for research is using: 

 𝑥𝑡 , ℎ𝑡−1, 𝐶𝑡−1  →  ℎ𝑡𝐶𝑡 (2) 

 

2.3.3. XGBoost (Extreme Gradient Boosting) 

XGBoost is a decision tree-based algorithm designed to handle tabular data with high efficiency. The 

process begins with calculating the occupancy percentage, followed by data normalization to improve learning 

efficiency [28], [29]. Data is grouped by region, with a certain minimum data size as an eligibility criterion. 

Parameter optimization is performed using Random Search to find the ideal parameter combination [8], [30]. 

After training with optimal parameters, the model is tested, and the evaluation results are visualized for further 

analysis. XGBoost offers high speed and good prediction performance on big data [6]. XGBoost itself have 

formula that usually use for prediction: 

 

 ŷ𝑖 = ∑  𝑓𝑘(𝑥𝑖), 𝑓𝑘 ∈ 𝐹 

𝐾

𝑘=1

 

(3) 

 

2.3.4. Training Model 

After data preprocessing, the dataset is split into training (80%) and testing (20%) data to ensure that 

the model can learn from the training data and be tested on previously unseen data, improving generalization 

ability [31], [32]. Three main models are used: ARIMA, LSTM, and XGBoost, each with a unique approach 

to handling the data: 

1. ARIMAused to analyze time series data. The training process involves determining the parameters p, d, 

and q using the Grid Search technique. The model is trained on data that has been grouped by geographic 

region, with a focus on seasonal patterns and trends in occupancy rates [13], [33], [34]. 

2. LSTM, an artificial neural network for time series data, trained using a dataset that has been normalized 

with MinMaxScaler. This model utilizes a long-term memory mechanism to capture complex 

relationships in the data. The hyperparameter optimization process is performed with Random Search, 

helping to determine the best configuration, such as the number of layers, batch size, and activation 

function [35], [36], [37]. 

3. XGBoost, a decision tree-based algorithm, trained on tabular data including daily occupancy information. 

The model hyperparameters, including learning rate and max depth, are optimized through Random 

Search. This model is very efficient in handling large and complex data [38], [39], [40]. 
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After training, the model performance is evaluated using metrics such as MAE (Mean Absolute Error), 

RMSE (Root Mean Squared Error), and R-squared [20], [41], [42], [43]. The evaluation process aims to 

measure the accuracy of predictions and the ability of the model to capture data patterns. Visualization of the 

evaluation results provides additional insight into the performance of each model, helping in selecting the best 

model for a given scenario. 

 

2.3.5. Model Evaluation 

The model evaluation in this study aims to assess the performance of ARIMA, LSTM, and XGBoost 

methods in predicting the occupancy rate of Airbnb properties [44]. The evaluation was carried out using key 

metrics such as Mean Absolute Error (MAE). 

 
MAE =

1

𝑛
 ∑   |𝑦𝑖  − 𝑦̂𝑖  |

𝑛

𝑖=1

 
(4) 

Formula (4), which measures the average absolute error between the predicted and actual values. Root 

Mean Squared Error (RMSE) 

 

RMSE = √
1

𝑛
 ∑  

𝑛

𝑖=1

(𝑦𝑖  − 𝑦̂𝑖  )2

 

(5) 

Formula (5), which places greater emphasis on large errors by calculating the square root of the mean 

of the errors, and R-squared (R²) 

 
𝑅2 = 1 −

∑  𝑛
𝑖=1 (𝑦𝑖 − 𝑦̂𝑖  )2

∑  𝑛
𝑖=1 (𝑦𝑖 − 𝑦̅𝑖  )2

 
(6) 

Formula (6), which measures how well a model can explain variation in the data, with values close to 1 

indicating a very good model. Providing a balanced view of the correct positive predictions and the model's 

ability to detect all positive cases [41]. The evaluation results show that ARIMA has poor initial performance 

with high MAE and negative R² values, but after optimization through Grid Search, its performance improves 

significantly. However, ARIMA is still less able to handle complex data compared to LSTM and XGBoost 

[12], [24]. 
 

3. RESULTS AND DISCUSSION 

3.1. Results 

The results of this study show the performance and advantages of each prediction method (ARIMA, 

LSTM, and XGBoost) in modeling the occupancy rate of Airbnb properties. By using evaluation metrics such 

as MAE (Mean Absolute Error), RMSE (Root Mean Squared Error), and R² (R-squared), this study provides a 

comprehensive evaluation of the performance of each model. 

Fig. 2, In the ARIMA model, performance without optimization showed less than satisfactory results, 

with a negative R² value (-0.1165), MAE of 13.0093, and RMSE of 18.174. After optimization through Grid 

Search, the R² value improved to 0.1256, with a significant reduction in MAE to 0.1124 and RMSE to 0.1587. 

However, despite this improvement, ARIMA remains less competitive than other methods in capturing 

complex data patterns. 

For the LSTM model, initial results were slightly better compared to ARIMA, with an R² of 0.1076, MAE 

of 10.9591, and RMSE of 16.282. After hyperparameter optimization using Random Search, performance 

improved significantly, marked by a decrease in MAE to 0.0901, RMSE to 0.1256, and an increase in R² to 

0.2534. This demonstrates that LSTM can capture non-linear patterns and complex dependencies in time series 

data more effectively than ARIMA. 

The XGBoost model initially showed suboptimal performance, with a negative R² (-0.0026), MAE of 

11.6442, and RMSE of 17.258. However, after optimization using Random Search, this model exhibited 

significant improvement, reducing MAE to 0.0823, RMSE to 0.1142, and achieving the highest R² value of 

0.2845. This suggests that XGBoost, after tuning, is the most effective method in explaining variations in 

Airbnb occupancy data. 
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   (a)      (b)  

xs 

(c) 

Fig. 2. Airbnb Listings and Model Performance Analysis (a) RMSE (b) MAE (c) R2 Score 

 

Based on Table 2, overall, the results of this study confirm the importance of parameter optimization to 

improve the performance of prediction models. LSTM stands out as a reliable method for handling complex 

and non-linear data patterns, while XGBoost excels in efficiency and prediction accuracy after optimization. 

On the other hand, ARIMA remains relevant for simple seasonal patterns, but has significant limitations in 

capturing the complexity of property occupancy data. 

 

Table 2. Result of each method, with optimation and without optimation 
Model MAE RMSE R^2 

ARIMA 13,0093 18,174 -0,1165 

ARIMA Grid Search 0,1124 0,1587 0,1256 

LSTM 10,9591 16,282 0,1076 

LSTM Random Search 0,0901 0,1256 0,2534 

XGBoost 11,6442 17,2580 -0,0026 

XGBoost Random Search 0,0823 0,1142 0,2845 

 

3.2. Discussion 

This study aims to evaluate the performance of three Airbnb property occupancy rate prediction methods, 

namely XGBoost, LSTM, and ARIMA, with a focus on the effectiveness and efficiency of each method [45], 

[46]. The results obtained show that each model has specific advantages based on the characteristics of the data 

used and the purpose of the prediction. XGBoost shows the best performance in terms of efficiency and 

accuracy on large tabular data. With hyperparameter optimization using the Random Search technique, this 

model successfully achieves the highest R² value, demonstrating its ability to comprehensively explain data 

variations. In addition, the lower computation time compared to other methods makes XGBoost an ideal choice 

for fast applications with big data-based prediction needs [47], [48]. 
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In contrast, LSTM excels in learning non-linear patterns and capturing long-term temporal relationships 

in time series data. After optimization, the model yields a significant decrease in MAE and RMSE, indicating 

better prediction accuracy compared to ARIMA. With its flexibility, LSTM is a great choice for complex data 

that requires a deep understanding of temporal patterns. Meanwhile, ARIMA provides adequate results for 

time series data with seasonal patterns. Parameter optimization through Grid Search shows improved 

performance, although ARIMA has limitations in handling complex data and non-linear patterns. This makes 

ARIMA more suitable for simple applications or data with stable trend patterns. 

Fig. 3, LSTM, with its ability to capture non-linear patterns and long-term relationships, shows significant 

performance improvements after hyperparameter optimization using Random Search [43]. This model 

produces lower MAE and better R² values compared to ARIMA. Meanwhile, XGBoost, which initially showed 

lower performance than LSTM, managed to achieve the highest R² value after parameter optimization, proving 

its efficiency in handling large and complex data [38], [39]. 

 

 
Fig. 3. Model Comparison 

 

This study also emphasizes the importance of hyperparameter optimization in improving model 

performance. Optimization techniques such as Random Search for LSTM and XGBoost, and Grid Search for 

ARIMA, have been shown to significantly improve model performance. In addition, the use of evaluation 

metrics such as MAE, RMSE, and R² provides a clear and measurable view of the effectiveness of each method. 

However, there are some limitations in this study. External factors, such as seasonal trends, government 

policies, or major events that may affect occupancy rates, are not included in the analysis. These limitations 

may affect the generalization ability of the model, especially in scenarios outside the context of the dataset 

used. Therefore, further research is needed to integrate these external factors to improve prediction accuracy. 

With the results obtained, this study makes an important contribution to the literature on occupancy rate 

prediction, particularly in the context of the Airbnb platform [49]. The results of the study are not only relevant 

for developers of prediction models but also have practical applications in supporting strategic decision-

making, such as pricing and marketing planning by property owners. This study opens up opportunities for 

further development, both through exploration of other prediction methods, such as ensemble learning, and 

through integration of external variables in the analysis [50], [51]. 

 

4. CONCLUSION 

This study has evaluated and compared the performance of three main prediction methods, namely 

XGBoost, ARIMA, and LSTM in modeling the occupancy rate of Airbnb properties. The dataset used focuses 

on the Tokyo, Japan area covering variables such as location, price, customer reviews, and historical 

availability. This study aims to provide a comprehensive view of each model's ability to handle different data 

characteristics. The results of the study show that XGBoost excels in handling large tabular data, producing 

the highest R² value among the three methods after hyperparameter optimization using Random Search . This 

method stands out in computational efficiency and the ability to explain data variations significantly. 

Meanwhile, LSTM shows excellent performance in capturing non-linear patterns and long-term temporal 

relationships in time series data. After optimization, this model significantly reduces the prediction error rate 

(MAE and RMSE) and becomes a very suitable choice for data with more complex patterns. On the other hand, 

ARIMA, although it gives good results for data with simple seasonal patterns, has limitations in handling data 

complexity, making it less competitive than XGBoost and LSTM. This study also emphasizes the importance 
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of hyperparameter optimization in improving model performance. Optimization techniques such as Grid Search 

for ARIMA and Random Search for LSTM as well as XGBoost have significantly improved prediction 

accuracy. The use of evaluation metrics such as MAE, RMSE, and R² provides clear and measurable insights 

into the effectiveness of each method. 

However, this study has some limitations. External factors, such as seasonal trends, local policies, or 

major events, were not included in the analysis. This limitation opens up opportunities for further research that 

can integrate external variables as well as explore additional prediction methods, such as ensemble learning, to 

improve model accuracy. Thus, the results of this study provide an important contribution to the occupancy 

prediction literature and have relevant practical applications, such as supporting strategic decision-making in 

pricing and marketing planning for Airbnb property owners. 
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