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1. INTRODUCTION  

In the digital era, handwriting remains significant in daily life, and online handwriting recognition is an 

important pattern recognition task that extracts spatial and temporal features from handwritten input [1]-[6]. 

Handwritten character recognition remains a significant focus of research, driven by both academic curiosity 

and commercial applications [2], [7]. In addition to letters, numerical digits also play a vital role. In the 

paperless era, converting documents into editable formats is essential, including both letters and crucial 

numerical digits [8], [9], [10]. Each individual has a unique handwriting style, particularly in writing numbers, 

which gives each digit distinct visual characteristics. This variability presents challenges in recognizing 

handwritten digits, especially when they become difficult to distinguish by the human eye. As a result, many 

researchers are exploring how computers can accurately recognize and classify digit images under these 

complex conditions [7], [11]. 

Handwritten character recognition poses significant challenges, especially in low-resource scenarios 

involving rare scripts or unconventional writing styles. The difficulty is further compounded by the unique 

patterns, strokes, and character sets found in each script, which influence the system’s ability to generalize 

across different handwriting styles [12]-[16]. In many cases, particularly in the recognition of handwritten 

digits, deviations from standard shapes can lead to misclassification and increased detection time. Such 

inefficiencies become critical in real-time and industrial applications, where fast and accurate interpretation of 

handwritten input is essential to maintain operational flow. Delays caused by recognition errors can negatively 

impact productivity and disrupt time-sensitive processes [17]. 

One of the technologies that can be utilized to perform automatic detection and classification is deep 

learning architecture, which is a subset of machine learning [9], [18]. Deep learning offers powerful capabilities 

in learning complex patterns from large amounts of data, making it suitable for tasks involving visual 

recognition. Various deep learning techniques in machine learning have been advanced to enhance the 
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recognition of handwritten characters [18], [19], [20]. Among its various architectures, one of the most widely 

used for image-related tasks is the Convolutional Neural Network (CNN) [21]. CNN, inspired by human visual 

perception, is a specialized neural network widely used in image, speech, and language recognition, making it 

a promising solution for detecting and classifying handwritten numbers with diverse shapes [22]. CNN consists 

of several specialized layers, including convolution layers for feature extraction, activation layers such as 

ReLU for non-linearity, pooling layers for dimensionality reduction, and finally, the fully connected layers that 

perform the final classification [23], [24]. The combination of these components enables CNNs to learn spatial 

hierarchies of features effectively and robustly [25], [26]. However, despite the effectiveness of CNNs, 

challenges remain when recognizing small-scale handwritten digits that occupy few pixels in an image. Feature 

information for these digits can easily be lost during convolution operations, particularly when background 

noise and clutter are present. Therefore, incorporating multi-scale detection strategies that emphasize low-level 

feature extraction is essential to improve precision in such cases [27]. 

CNN consists of two main parts: the hidden layer and the fully connected layer. The hidden layer is 

responsible for converting the input image into feature maps, and then the feature maps are flattened into a 

single line vector in the fully connected layer to perform the final classification. Within the hidden layer, there 

are two essential sublayers: the convolutional layer and the pooling layer. Feature learning, also known as 

feature extraction, is the process of retrieving unique characteristics from the processed data. This stage aims 

to extract important information from input images, reduce data dimensionality, and enhance precision in data 

processing. Feature learning generally involves two stages: the convolution layer and the pooling layer. The 

convolution layer performs a convolution operation between the image matrix and the filter matrix. The filter 

slides across the image surface in a process known as stride, which determines the distance the filter moves 

while extracting information from the image. The pooling layer, also known as the subsampling layer, usually 

follows the convolution layer. Its main purpose is down-sampling, which reduces the matrix size without 

changing the filter size. The most commonly used types of pooling are Average Pooling and Max Pooling. 

Max Pooling captures the maximum value in the pooling window, while Average Pooling calculates the 

average value [23], [24], [25] . 

Over the years, CNN-based architectures have evolved significantly to support more complex and real-

time applications. One of the most notable advancements is the YOLO (You Only Look Once) family of 

models, which leverages CNN principles for efficient object detection. The latest version, YOLOv8, improves 

upon previous models by integrating advanced techniques such as detection without reliance on predefined 

anchors, strengthened feature pyramid networks for better multi-scale representation, and refined loss 

functions. These enhancements collectively boost its accuracy and speed in object detection tasks [28]. This 

research presents a thorough evaluation of five different YOLOv8 model variants using a manually constructed 

dataset of handwritten digits. The dataset was collected from a variety of individuals, ensuring diversity in 

handwriting styles, thickness, and spacing to reflect real-world variability. Such diversity in data is essential 

where careful attention to participant variety and image preprocessing (segmentation, binarization, and 

inversion) significantly improved data usability for recognition models [11]. Each YOLOv8 variant was trained 

and tested using identical conditions to maintain consistency in performance comparison [29]. The research 

contributions are as follows:  

(1) Providing a comprehensive comparative analysis of YOLOv8 model variants—including YOLOv8n, 

YOLOv8s, YOLOv8m, YOLOv8l, and YOLOv8x within the context of handwritten digit detection using 

CNN-based object detection architecture. 

(2) Introducing a novel handwritten digit dataset that captures a wide range of human writing patterns, 

enabling robust benchmarking of object detection models in scenarios where digits may appear distorted, 

unclear, or overlapping. 

(3) Evaluating detection accuracy, precision, recall, and inference speed of each YOLOv8 variant to identify 

the most optimal model for handwritten digit recognition applications, particularly in environments with 

limited computational resources. 

(4) Demonstrating the potential application of this approach for digital document automation, form scanning, 

and real-time digit input in industry workflows where handwriting recognition plays a crucial role. 

By combining CNN architecture and YOLOv8’s capability for real-time object detection, this research 

offers valuable insights into model selection strategies and opens up opportunities for the deployment of 

accurate, efficient handwritten digit recognition systems in practical applications. 

 

2. METHODS 

2.1. Dataset 

The dataset used in this study was created by the authors and consists of 10 classes representing 

handwritten digits: “zero,” “one,” “two,” “three,” “four,” “five,” “six,” “seven,” “eight,” and “nine.” The total 
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dataset contains 3,000 samples, which are divided into three parts: 2,100 samples for training, 600 samples for 

validation, and 300 samples for testing. These samples are handwritten digits written on white paper using 

black ballpoint pens by several random individuals. An example of the dataset images is shown in Fig. 1. 

 

 
Fig. 1. Example Dataset 

 

2.2. System Design 

This study utilizes the CNN method with the YOLOv8 algorithm for handwritten digit detection. The 

input data are images of handwritten digits from the custom dataset described above. The images first undergo 

preprocessing, including manual cropping and resizing. YOLOv8 has five variants: YOLOv8n, YOLOv8s, 

YOLOv8m, YOLOv8l, and YOLOv8x. Experiments are conducted with training over four different epoch 

values: 40, 120, 160, and 200 epochs. To provide a clearer overview of the research workflow, a research 

flowchart is presented in Figure 2. It outlines the main stages of the study, from data collection and 

preprocessing to model training, fine-tuning, and performance evaluation. Fig. 2 shows the research flowchart 

of the YOLOv8-based handwritten digit detection system.  

 
Fig. 2. Research Flowchart of the YOLOv8-based Handwritten Digit Detection 

 

Following preprocessing steps such as cropping and resizing the images, the dataset was split into 2,100 

training samples, 600 validation samples, and 300 testing samples. The evaluation was carried out using five 

different YOLOv8 model variants, with the specific hyperparameter settings for each model summarized in 

Table 1. 

 

Table 1. Model Hyperparameter Value 
Model Depth Multiple Width Multiple Max Channels 

YOLOv8n 0.33 0.25 1024 

YOLOv8s 0.33 0.50 1024 

YOLOv8m 0.67 0.75 768 

YOLOvl 1.00 1.00 512 

YOLOvx 1.00 1.25 512 

 

Following training, a fine-tuning process is performed to determine the optimal number of epochs for 

each model. The models are then tested on the test dataset to evaluate their ability to detect handwritten numeric 

objects. The performance metrics used to assess the models include mAP, recall, precision, and F1-score. 

 

2.3. YOLOv8 Algorithm 

You Only Look Once (YOLO) is a deep learning model widely used for object detection that processes 

an entire image through a single neural network. This approach enables simultaneous classification and 
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localization in one step by analyzing images across multiple positions and scales, with the highest scoring 

region identified as the detected object. YOLOv8, the latest version developed by Ultralytics, supports a range 

of vision tasks including object detection, image classification, and instance segmentation. As a one-stage 

detector, YOLOv8 comprises two main components: the backbone network, which extracts features using 

convolutional layers, and the head network, which performs detection. The backbone is based on the 

CSPDarknet53 architecture, consisting of 53 convolutional layers. Additionally, YOLOv8 offers advanced 

training features such as mosaic augmentation, applied during training but disabled in the final 10 epochs to 

improve performance. The model is available in five scaled variants: nano (YOLOv8n), small (YOLOv8s), 

medium (YOLOv8m), large (YOLOv8l), and extra-large (YOLOv8x), enabling flexible use across diverse 

applications [30]. The architecture of YOLOv8 is illustrated in Fig. 3. 

 
Fig. 3. YOLOv8 Architecture 

 

The YOLOv8 architecture comprises a backbone network with multiple convolutional layers that extract 

hierarchical features, a Feature Pyramid Network (FPN) to improve detection across various scales, and a 

prediction head that utilizes convolutional and upsampling blocks to refine features and generate final detection 

results [31]. 

 

2.4. System Performance 

This study uses four parameters to measure system performance: mAP, recall, precision, and F1-score. 

The formulas for these performance metrics are presented in Equations (1)-(4). 

𝑚𝐴𝑃 =  
1

𝑛
∑ 𝐴𝑃𝑘

𝑘=𝑛

𝑘=1

 (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100% (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×
𝑅𝑒𝑐𝑎𝑙𝑙 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (4) 
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TP (True Positive) is the number of data points for which the prediction model is positive and the actual 

data is also positive, indicating correct classification. FP (False Positive) is the number of negative data points 

incorrectly predicted as positive by the model. FN (False Negative) is the number of positive data points 

incorrectly predicted as negative. TN (True Negative) is the number of negative data points correctly predicted 

as negative. The conclusion is that the classification is correct. N is the total number of classes, k is the class 

index, and APk represents the average precision for class k. 

Based on the information above, several metrics are used to evaluate the performance of the YOLOv8 

model. Precision measures the accuracy of the model in correctly classifying positive samples out of all positive 

predictions made by the model. Recall measures the ability of the model to identify all actual positive samples 

among the total positive data available. F1-Score is the harmonic mean of precision and recall, used when a 

balance between these two metrics is desired. The mAP is a specialized metric used to evaluate object detection 

performance, combining precision and recall across various detection thresholds. The formulas above clarify 

that N is the number of classes, k refers to the specific class, and APk is the average precision of class k. 

 

3. RESULTS AND DISCUSSION  

The digit number dataset used in this study has undergone a preprocessing stage and consists of 3,000 

images of digits ranging from 0 to 9. The dataset is split into 2,100 training images, 600 validation images, and 

300 test images. System performance is then evaluated using four key metrics: mAP, recall, precision, and F1-

score. In this experiment, the training was conducted using a learning rate of 0.01 and the SGD optimizer. 

Table 2 shows the comparison of mAP values across five YOLOv8 model variants at different training epochs. 

Table 2. Comparison of mAP Result Each Epoch 
Model Epoch (40) Epoch (80) Epoch (120) Epoch (160) Epoch (200) 

YOLOv8n 95.6% 
96.2% 

(0.6%↑) 

96.5% 

(0.3%↑) 

96.6% 

(0.1%↑) 

96.8% 

(0.2%↑) 

YOLOv8s 95.9% 
96.8% 

(0.9%↑) 

96.7% 

(0.1%↓) 

96.8% 

(0.1%↑) 

97% 

(0.2%↑) 

YOLOv8m 95.6% 
96.5% 

(0.9%↑) 

96.6% 

(0.1%↑) 

96.8% 

(0.2%↑) 

96.6% 

(0.2%↓) 

YOLOv8l 95.9% 
96.8% 

(0.9%↑) 

96.8% 

(0%) 

96.8% 

(0%) 

96.9% 

(0.1%↑) 

YOLOv8x 96% 
96.5% 

(0.5%↑) 

96.6% 

(0.1%↑) 

96.9% 

(0.3%↑) 

95.8% 

(1.1%↓) 

Based on the results in Table 2, it can be observed that all model variants generally experienced an 

increase in mAP values as the number of epochs increased, especially in the range of 40 to 160 epochs. The 

YOLOv8s model consistently demonstrated strong performance and achieved the highest mAP of 97.0% at 

200 epochs. Meanwhile, YOLOv8x, despite achieving a high mAP of 96.9% at 160 epochs, showed a 

significant performance drop to 95.8% at 200 epochs, indicating potential overfitting. The YOLOv8l model 

exhibited stable performance across all epochs, with minimal fluctuation in mAP, making it a reliable option. 

YOLOv8n and YOLOv8m also showed steady improvement, though YOLOv8m experienced a slight decline 

at the last epoch. These trends suggest that while deeper and larger models like YOLOv8x can offer higher 

early performance, they may be more sensitive to overtraining. In conclusion, YOLOv8s offers a favorable 

trade-off between model size and accuracy, making it suitable for real-time digit classification tasks on 

moderately constrained systems. 

In order to further understand the architectural differences that may influence model performance, Table 

3 presents a comparison of YOLOv8 variants based on their structural parameters, including depth multiple, 

width multiple, and maximum number of channels used. These architectural settings play a crucial role in 

determining model capacity, speed, and risk of overfitting. 

Table 3. Comparison of YOLOv8 Variants Based on Structural Complexity 
Model Depth Multiple Width Multiple  Max Channels 

YOLOv8n 0.33 0.25 1024 

YOLOv8s 0.33 0.50 1024 

YOLOv8m 0.67 0.75 768 

YOLOv8l 1.00 1.00 512 

YOLOv8x 1.00 1.25 512 
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As shown in Table 2, the most optimal performance was achieved at 160 epochs, where all YOLOv8 

model variants demonstrated an increase in mAP that was linearly aligned with precision and recall. In contrast, 

training up to 200 epochs led to overfitting, particularly in the YOLOv8x variant, which ceased to improve 

after 176 epochs. Table 3 highlights that YOLOv8x has the highest width multiple (1.25) and a relatively high 

depth multiple (1.00), contributing to a more complex model architecture with increased computational load 

and susceptibility to overfitting. Despite this, YOLOv8x achieved the best performance at 160 epochs, 

indicating that its advanced capacity allowed it to effectively learn intricate digit patterns when provided with 

sufficient but not excessive training. Meanwhile, smaller models such as YOLOv8n and YOLOv8s, with lower 

structural complexity, did not overfit but also failed to reach high performance, likely due to their limited ability 

to capture diverse handwriting features. 

Table 4 presents the performance results of the YOLOv8x model across all digit classes after 160 training 

epochs. This model was selected due to its optimal balance of precision and recall as observed in the previous 

evaluation. 

Table 4. YOLOv8x All Class Model Testing Result at 160 Epochs  

Class Precision Recall F1-Score mAP 

All 99.8% 100% 99.9% 96.9% 

Zero 99.7% 100% 99.85% 98.6% 

One 99.8% 100% 99.9% 84.8% 

Two 100% 99.6% 99.8% 97.3% 

Three 99.8% 100% 99.9% 98.5% 

Four 99.5% 100% 99.75% 98.7% 

Five 99.9% 100% 99.95% 95.9% 

Six 99.8% 100% 99.9% 98.8% 

Seven 99.7% 100% 99.85% 98.1% 

Eight 99.7% 100% 99.85% 98.9% 

Nine 99.7% 100% 99.85% 99.1% 

 

From Table 4, it can be observed that the highest precision value is achieved by class "two" at 100%. 

Meanwhile, recall scores are consistently at 100% across all classes except class "two", which recorded a 

slightly lower recall of 99.6%. The class with the highest F1-score is "five", reaching 99.95%, indicating a 

perfect balance between precision and recall for that class. In terms of mean Average Precision (mAP), class 

"nine" records the highest score at 99.1%, whereas class "one" has the lowest mAP at 84.8%. Despite this, the 

model achieves an overall mAP of 96.9% across all classes, demonstrating strong generalization and robustness 

in digit classification at this epoch level. 

These results indicate that the YOLOv8x model is most optimal at the 160th epoch, as it is able to maintain 

high precision and recall values across nearly all digit classes without significant signs of overfitting. The lower 

mAP in class "one" may suggest a higher intra-class variability or less distinctive features compared to other 

digits, which could be further investigated in future work. Compared to other variants, YOLOv8x stands out 

in this experiment due to its higher depth and width multipliers, which allow it to learn richer and more detailed 

features. However, this comes with the trade-off of increased computational complexity. Thus, while 

YOLOv8x offers the best performance, its deployment in resource-limited environments may require further 

optimization or pruning strategies. 

Table 5 presents a comparative analysis of the proposed method using YOLOv8s with various state-of-

the-art approaches in handwritten digit recognition. These methods range from traditional machine learning 

techniques to advanced deep learning architectures and ensemble models. The comparison considers datasets 

used, performance metrics, and observed limitations to provide a holistic overview of progress in the field. 

Table 5 provides a comparative overview of various handwritten digit detection methods, ranging from 

traditional machine learning models to advanced deep learning and ensemble-based approaches. Although 

several prior studies achieved high accuracy, such as EfficientDet-D4 and various CNN-based models, the 

proposed method using YOLOv8x stands out for its real-time detection capability and balanced performance 

across multiple evaluation metrics. In particular, the YOLOv8x model achieved a mean Average Precision 

(mAP) of 96.9% during the 160-epoch training phase, with a recall of 100%, precision of 99.8%, and an F1-

score of 99.9%, indicating strong generalization and robust feature learning. While some models reported 

higher accuracy on specific datasets, they often lacked adaptability across varying data conditions or required 

high computational resources. Compared to these, YOLOv8x offers a practical trade-off between accuracy and 

efficiency, making it highly suitable for real-time handwritten digit detection tasks. 
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Table 5. Comparison of Existing Approaches of Handwritten Digit Detection 

Reference Year 
Method/ 

Model 
Dataset 

Results/Accuracy/Detection 

Rate 
Limitation/Notes 

This Study 2025 
YOLOv8x (best 

variant) 

3,000 digit 

images 

(preprocessed) 

mAP 96.9% (160 epochs) 

High accuracy, real-

time capable, 

efficient size 

Sohail et al. 

[32]  
2023 

EfficientDet-D4 

(EfficientNet-

B4 backbone) 

MNIST, USPS 
Accuracy = 99.83% 

(MNIST), 99.10% (USPS) 

High accuracy 

across datasets, 

robust to noise, 

blurring, 

chrominance, 

position, and style 

variations 

Adhikary et 

al. [33] 
2023 

Support Vector 

Machine (SVM) 

Dzongkha 

handwritten 

digits (custom) 

Accuracy = 98.29% 

Low-resource 

language, newly 

collected dataset, 

promising result in a 

complex script 

Kusetogullari 

et al. [34] 
2021 

DIGITNET-

dect 

DIDA 

(historical digit 

dataset) 

75.96% detection rate 

Lower performance 

due to historical 

digit variability 

Gope et al. 

[35] 
2021 SVM Classifier MNIST Accuracy = 95.88% 

Traditional ML with 

competitive 

accuracy and low 

time 

Ahlawat et al. 

[16] 
2020 

Pure CNN 

architecture 

with optimized 

learning 

parameters 

MNIST Accuracy = 99.87% 

Outperforms 

ensemble methods 

while reducing 

computational cost 

and testing 

complexity 

Boukharouba 

and Bennia 

[36] 

2017 

Handcrafted 

features using 

chain code 

histogram with 

SVM classifier 

Handwritten 

Farsi digit 

dataset (Hoda) 

Accuracy = 98.55% 

Unable to 

distinguish between 

similar classes 

Govindarajan 

[37] 
2013 

Ensemble 

classifier using 

bagged-SVM, 

bagged-RBF, 

and RBF-SVM 

MNIST Accuracy = 98.0% 
Lack of robustness 

to unseen samples 

Cruz et al. 

[38] 
2010 

Gradient 

directional 

features with 

MLP classifier 

MNIST Accuracy = 99.68% 

Performance 

degrades on 

distorted samples 

Dine et al. 

[39] 
2017 

Structural and 

statistical 

features with 

KNN classifier 

MNIST Accuracy = 95% 

Computationally 

inefficient due to 

large vector size 

Hou and 

Zhao [40] 
2017 

Hybrid feature 

using Gabor 

filter and CNN 

with ANN 

classifier 

MNIST Accuracy = 99.23% 

Performance 

degrades for 

samples with intense 

rotation variation 

Pham et al. 

[41] 
2014 RNN 

RIMES, IAM, 

OpenHaRT 

Character error rate = 9.17% 

(OpenHaRT best) 

Needs performance 

improvement 

Shamim et al. 

[42] 
2018 

Several ML 

algorithms: 

MLP, Naive-

Bayes, Bayes-

Net, SVM, J48, 

RF, Random 

tree 

Digits-A 

dataset 
Accuracy = 90.37% 

Needs evaluation on 

other complex 

datasets 
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Shi et al. [43] 2017 
CRNN (CNN + 

RNN) 

IIIT-5k, Street 

View Text, 

ICDAR 

Accuracy = 98.7% 

High inference time 

limits practical 

applications 

Arbain et al. 

[44] 
2018 

Handcrafted 

features 

(multizoning) 

with SVM and 

MLP classifier 

MNIST Accuracy = 95.35% 

Performance 

degrades on shape 

and size variations 

Assegie and 

Nair [45] 
2019 

Spatial features 

with decision 

tree classifier 

MNIST Accuracy = 83.4% 
Performance needs 

improvement 

Ali et al. [46] 2020 
CNN with ELM 

classifier 
MNIST Accuracy = 99.8% 

Requires 

generalization on 

unseen data 

Aly and 

Almotairi 

[47] 

2020 

Deep 

convolutional 

self-organizing 

map 

MNIST Error rate = 0.57% 

Performance 

degrades on 

geometric variations 

like rotation 

Jain et al. 

[48] 
2018 

Modified 

LeNet-CNN 
MNIST Accuracy = 99.5% 

Low performance 

on intense rotational 

variations 

Malik and 

Roy [49] 
2019 

Spatial and 

spectral features 

with ANN and 

ELM classifier 

MNIST Accuracy = 98.4% (ELM) 
Performance needs 

improvement 

Albahli et al. 

[50] 
2021 

DenseNet + 

faster RCNN 
MNIST Accuracy = 99.78% 

Computationally 

expensive 

 

4. CONCLUSION 

This study demonstrates that handwritten digit detection can be effectively performed using the 

Convolutional Neural Network (CNN) approach with the YOLOv8 algorithm, which consists of five model 

variants: YOLOv8n, YOLOv8s, YOLOv8m, YOLOv8l, and YOLOv8x. Among these, the YOLOv8x variant 

achieved the most optimal performance during the 160-epoch training iteration. It recorded a mean Average 

Precision (mAP) of 96.9%, with corresponding recall, precision, and F1-score values of 100%, 99.8%, and 

99.9%, respectively. These results highlight YOLOv8x’s strong capability in feature extraction and 

classification accuracy for handwritten digit recognition, albeit with a higher computational cost due to its 

larger architecture. 
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