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Abstract. 

Purpose: The objective of this study is to address the limitations of existing trademark image similarity analysis 

methods by integrating a Chi-square distance metric within a Siamese neural network framework. Traditional 

approaches using Euclidean distance often fail to accurately capture the complex visual features of trademarks, leading 

to suboptimal performance in distinguishing similar trademarks. This research aims to improve the precision and 

robustness of trademark comparison by leveraging the Chi-square distance, which is more sensitive to image variations. 

Methods: The approach involves modifying a Siamese neural network traditionally employing Euclidean distance with 

the use the Chi-square distance metric instead. This alteration allows the network to better capture and analyze critical 

visual features such as color and texture. The modified network is trained and tested on a comprehensive dataset of 

trademark images, enabling the network to learn and distinguish between similar and dissimilar trademarks based on 

subtle visual cues. 

Result: The findings from this study show a significant increase in accuracy, with the modified network achieving an 

accuracy rate of 98%. This marks a notable improvement over baseline models that utilize Euclidean distance, 

demonstrating the effectiveness of the Chi-square distance metric in enhancing the model's ability to discriminate 

between trademarks. 

Novelty: The novelty of this research lies in its application of the Chi-square distance in a deep learning framework 

specifically for trademark image similarity detection, presenting a novel approach that yields higher precision in image-

based comparisons. 
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INTRODUCTION 
Trademarks (TM) are crucial for distinguishing goods or services produced by different entities, playing a 

vital role in consumer recognition and business branding. Traditionally, trademarks include unique 

symbols, words, and images and are registered with governmental intellectual property (IP) offices to 

protect a company's goodwill and brand equity[1]. According to recent reports, the global volume of TM 

applications has surged, reaching a record 18 million in 2021, presenting significant challenges in 

processing and examining these applications accurately and efficiently [2]. 

 

The examination of trademarks often requires assessing the similarity of textual and visual elements, which 

historically has been conducted through manual inspections under systems like the Vienna Classification 

[3]. However, these manual methods are fraught with subjectivity and inconsistency [4]. Previous studies 

have explored various computational methods to address these issues, including the use of mathematical 

models and image feature extraction techniques [5]–[8]. These studies predominantly employed Euclidean 

distance measures within their models for assessing similarity between images [9], [10]. While effective to 

a degree, these approaches often fail to capture the nuanced differences in image features that are crucial 

for trademark comparison, particularly in complex images. 

 

Haddad et al. [11] introduced a trademark recognition and retrieval framework that combines a 

convolutional neural network (CNN) with a relevance feedback (RF) mechanism. This framework uses 
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particle swarm optimization and self-organizing map methods in a preprocessing phase to optimize features 

and minimize the search space. It was evaluated using the FlickrLogos-32 PLUS dataset. The results 

highlighted the benefits of integrating CNN with an RF mechanism compared to using sole deep learning 

models.  

 

CNNs are widely applied to tasks such as image classification, detection, and recognition [12]–[16]. In their 

study, Perez et al. [17] utilized a pretrained CNN model, VGG19, for the purpose of trademark image 

retrieval. They trained this network on two distinct databases: VGG19v, which prioritized visual 

similarities, and VGG19c, which addressed conceptual similarities. VGG19v was trained using a collection 

of web-sourced logos classified into 151 categories by experts based on visual similarities. On the other 

hand, VGG19c was trained on USPTO logos that were manually categorized. The integration of these two 

networks, VGG19v and VGG19c, has been shown to enhance the performance of image detection tasks by 

leveraging their complementary strengths in classification. 

 

Alshowaish et al. [18] developed a system for detecting trademark image similarity using deep learning 

techniques, specifically employing two pretrained convolutional neural networks, VGGNet and ResNet. 

The system automatically extracted image features and used Euclidean distance to assess similarity between 

trademarks, achieving promising results on the Middle East Technical University dataset, with an average 

rank of 67,067.788, a normalized average rank of 0.0725, and a mean average precision of 0.774. This 

demonstrates the system's potential to enhance the accuracy and efficiency of trademark examination 

processes. 

 

Recent advancements in image retrieval have benefited from deep learning technologies, specifically 

convolutional neural networks (CNNs), which have substantially improved the accuracy of feature 

extraction and image similarity assessments. Techniques such as the triplet loss method have been utilized 

to refine the learning process by comparing an anchor image with positive and negative examples, thereby 

enhancing the model's discriminatory capabilities [19]. However, there remains a significant gap in the 

adaptation of these methods to the specific needs of TM image comparison, particularly regarding the 

suitability of distance metrics used in these models. 

 

The aim of this study is to overcome the limitations of current trademark image similarity analysis methods 

by incorporating a Chi-square distance metric within a Siamese neural network framework. This approach 

deviates from the traditional Euclidean distance, aiming to better accommodate the specific characteristics 

of TM logos which vary by shape, color, and textural differences [20]. By modifying the distance algorithm 

to incorporate Chi-square distance, this research seeks to capture more effectively the subtle dissimilarities 

between logos that other models might overlook. 

 

METHODS 

This study introduces a modified Siamese neural network architecture employing the Chi-square distance 

metric, aimed at enhancing the accuracy of image-based trademark similarity analysis. This research applies 

the research methodology shown in Figure 1. 
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Figure 1. Research method 

In the initial stages of the research, a dataset is assembled for the purpose of subsequent analyses. At this 

stage, a total of 255 images featuring five distinct trademarks have been collated. The complete image 

dataset comprises training data with a single anchor image, 20 positive images, and 20 negative images. 

For purposes of model testing, the dataset utilized is comprised of 55 test data. The collected dataset is then 

imported into Google Drive for convenient data processing and storage. Each brand in the dataset will be 

used as a label in the model that will be created. Figure 2 shows some trademark image samples. 

 

 

 
Figure 2. Trademark image 

 

Pre-processing is performed to clean and prepare the data, including tasks such as resizing images to a 128 

x 128 scale and normalizing values to fit the neural network's input requirements [21]. Image resizing 

ensures uniformity, while normalization adjusts pixel values to a range suitable for neural network 

processing, enhancing model performance and convergence [22]. 

 

The triplet sampling stage is next. This stage involves organizing the data into triplets. Each triplet consists 

of an anchor point, a positive example that is similar to the anchor, and a negative example that is dissimilar 
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to the other two points [23]. Triplet creation is done randomly by creating all possible pairs of positive and 

negative images, resulting in 400 triplets per class. This method ensures a diverse range of training samples, 

improving the model's ability to distinguish between similar and dissimilar trademarks [24]. 

 

The next stage is to divide the dataset into two distinct subsets: training data and test data. The ratio of these 

two subsets is 80:20. Training data is data that will later be used in the model training process. Test data is 

data that will later be used to reduce the possibility of errors occurring. Splitting the dataset in this way 

allows for a comprehensive evaluation of the generalization ability of the model [25]. 

 

Training involves a Siamese neural network, which leverages a triplet loss function [26]. This function, 

possibly incorporating a Chi-square distance metric [27], ensures that model learn to minimise the distance 

between the anchor and the positive image while maximising the distance between the anchor and the 

negative image. The Chi-square distance metric is particularly effective for comparing histogram data, such 

as color histograms in images [28]. This metric is sensitive to the variance in image features such as color 

and texture, making it suitable for trademark image comparison. The Chi-square distance as a distance 

function in triplet loss calculations uses the following formula: 

 

𝐷𝑥2(X, Y) = ∑
(𝑋𝑖−𝑌𝑖)2

𝑋𝑖+𝑌𝑖

 

 
     (1) 

 

where 𝑋𝑖  and 𝑌𝑖  are values of element of the two compared feature vectors. Meanwhile, the triplet loss 

function is formulated to minimize the distance between the anchor and positive image and maximize the 

distance between the anchor and negative image with a certain margin. The triplet loss formula is as follows: 

 

𝐿(𝐴, 𝑃, 𝑁) = max (0, 𝐷(𝐴, 𝑃) − 𝐷(𝐴, 𝑁) +  𝛼   (2) 

 

where 𝐷 is the Chi-square distance, 𝐴 is the anchor, 𝑃 is the positive example, 𝑁 is the negative example, 

and 𝛼 is the margin set at 1.0. The Siamese neural network used in this research is a CNN Xception 

architecture consisting of three identical sub-networks that share the same weights. Each sub-network 

consists of several convolution layers that are followed by pooling and fully connected layers [29]. The 

Xception architecture, known for its depthwise separable convolutions, offers efficient and robust feature 

extraction [30].  

 

Models are compared using Chi-square and Euclidean distance metrics, employing the same 

hyperparameters to ensure comparable evaluations. This approach highlights the effectiveness of different 

distance metrics in enhancing model performance. The specific values of the hyperparameters used can be 

seen in Table 1. 

 

Table 1. Hyperparameters 
Hyperparameters Value 

Epoch 15 
Batch Size 128 

Learning Rate 1e-3 

Optimizer Adam 

 

Once trained, the trained model is used to encode new inputs into a feature space where the learned distances 

indicate similarity or dissimilarity as defined by the triplet configuration. 

 

At the evaluation stage, the effectiveness of the model was evaluated using a confusion matrix and other 

metrics, thereby providing a detailed picture of the model's performance by illustrating true positives, false 

positives, true negatives, and false negatives [31]. After obtaining the confusion matrix, accuracy, precision, 

recall, F1-score, and MAP (mean average precision) are calculated [32].  

 

The term accuracy refers to the proportion of instances that have been correctly classified, expressed as a 

percentage. In contrast, precision indicates the ratio of true positive instances to the total number of positive 

predictions, including both false positives and false negatives. Recall, on the other hand, is defined as the 

ratio of true positives to the sum of true and false positives, representing the model's capability to identify 

relevant events. F1-score combines precision and recall into one metric by taking their harmonic average. 
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MAP is the average precision score at each threshold, useful for evaluating ranking tasks. This 

comprehensive approach, from data preparation to detailed evaluation, ensures a robust assessment of the 

model's ability to differentiate between different classes of data. 

 

RESULTS AND DISCUSSIONS  

This section outlines and discusses the results of the motif classification process involving trademark 

images using the Siamese neural network with Euclidean and Chi-square distances. The results of the 

similarity analysis and evaluation are elucidated in this section. The main focus of this section is the 

accuracy and model evaluation results for each trademark image. 

 

Following the image reading and preprocessing steps, the images are randomly generated into triplet 

samples, resulting in 400 image triplets derived from 20 positive images and 20 negative images. An 

example of the triplet sampling results can be seen in Figure 3.  

 

 
Figure 3. Result of preprocessing and triplet sampling 
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The sampled image triplets are trained using a Siamese neural network with the Euclidean and Chi-square 

distance metrics. The performance of the Siamese neural network with the Euclidean distance metric, as 

illustrated in Figure 4, is characterized by fluctuating training loss and inconsistent testing accuracy. The 

training loss shows a downward trend overall but experiences a significant spike at epoch 6, indicating 

potential overfitting or instability during the training process. The testing accuracy also varies considerably 

across epochs, with notable peaks and troughs, suggesting that the model struggles to generalize well to the 

testing data, resulting in lower overall accuracy. 

 

 
Figure 4. Training loss and testing accuracy of the siamese neural network with the Euclidean distance 

metric 

The confusion matrix for the Euclidean distance model, as shown in Figure 5, reveals high percentages of 

true similar predictions (50.00%) and true dissimilar predictions (34.18%), but the percentage of false 

dissimilar predictions is also significant (15.82%). This indicates that the model frequently misclassifies 

dissimilar items as similar, further reflecting challenges in achieving high accuracy with Euclidean distance. 

 

 
Figure 5. Confusion matrix for the Siamese neural network with the Euclidean distance metric 
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In contrast, the Siamese neural network with the Chi-squared distance metric, as illustrated in Figure 6, 

demonstrates superior performance. The training loss decreases sharply and stabilizes at a very low value, 

indicating efficient learning and convergence. The testing accuracy improves rapidly and stabilizes to a 

near-perfect accuracy after a few epochs, showing that the model generalizes well to the testing data. 

 

 
Figure 6. Training loss and testing accuracy of the siamese neural network with the Chi-square distance 

metric 

The confusion matrix for the Chi-square distance model, based on Figure 7, indicates an extremely low 

percentage of false dissimilar predictions (1.95%) and a high percentage of true dissimilar predictions 

(48.05%), which underscores the model's improved ability to distinguish between similar and dissimilar 

items. 

 

 
Figure 7. Confusion matrix for the siamese neural network with the chi-square distance metric 
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In comparison to a similar model utilizing the Euclidean distance metric, with a recorded accuracy of 84%, 

the Chi-square distance metric provides a significant improvement, registering an accuracy of 98%. This 

substantial enhancement can be attributed to the Chi-square distance's sensitivity to the variance in image 

features such as color and texture, which are critical in the visual differentiation of trademark images. 

Comparison of the performance of the Siamese neural network with the Euclidean and Chi-square distance 

metrics can be seen in Table 1. 

 

Table 1. Comparison of the siamese neural network with the euclidean and chi-square distance metrics 
Metric Distance Accuracy Precision Recall F1-Score MAP 

Euclidean 0.84 1 0.75 0.86 1 

Chi-square (Purpose) 0.98 1 0.96 0.98 0.98 

 

The use of the Chi-square distance metric in Siamese neural networks for trademark image similarity 

detection brings several advantages over traditional distance metrics. The Chi-square distance metric is 

particularly effective in handling discrepancies in image histograms, which is pivotal when comparing 

images that may vary slightly in hue or saturation due to photographic conditions or alterations. This 

capability makes this model exceptionally suitable for legal frameworks of trademark similarity, where 

minute differences can determine the outcomes of infringement cases. 

 

CONCLUSION 

This study demonstrates the effectiveness of the Chi-square distance metric in improving the performance 

of Siamese neural networks for distinguishing between similar and dissimilar items. Numerical results 

highlight the superior accuracy and stability of the Chi-square distance model, which has achieved a testing 

accuracy that stabilizes to a near-perfect level at approximately 98%, compared to the fluctuating and lower 

accuracy of around 90% achieved with the Euclidean distance model. The Chi-square distance model also 

exhibits a significantly low false dissimilar prediction rate of 1.95%, compared to the 15.82% rate 

exhibitedas by the Euclidean distance model. Additionally, the true dissimilar prediction rate is higher at 

48.05% for the Chi-square distance model, indicating better classification performance. These findings 

suggest that the Chi-square distance metric is more suitable for tasks involving histogram-like data 

representations, offering a more robust measure for comparing features. The research's impact lies in 

providing a reliable and efficient method for improving classification accuracy in Siamese neural networks, 

which can be beneficial for various applications in machine learning and pattern recognition.  
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