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Unmanned Aerial Vehicle (UAV) systems are deployed in dynamic and uncertain 

environments where many traditional control structures, including Proportional–
Integral–Derivative (PID) and Linear Quadratic Regulator (LQR) controllers, are 

unable to provide stability and adaptation. In order to overcome these shortcomings, 

this work presents a hybrid Support Vector Regression (SVR) model optimised with 
the Eagle Strategy-Particle Swarm Optimisation (ES-PSO). The proposed 

framework is tested with high-fidelity simulated flight data on a quadcopter 

platform, in which throttle, pitch, roll and yaw are provided as control variables and 
altitude, velocity and orientation are provided as outputs. The ES-PSO algorithm is 

an algorithm that optimises the global and local hyperparameters of the SVR and 
makes it more effective at capturing nonlinear dynamics of the input-output process 

under both nominal and perturbed flight conditions. To compare with 

benchmarking, standalone SVR, Neural Networks, Decision Trees, Naive Bayes and 
K-Nearest Neighbour models were executed using the same simulation parameters 

with no metaheuristic optimisation, and it was made fair. Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), and Mean Percentage Error (MPE) 
quantitative assessments illustrate that the ES-PSO-SVR model has the lowest error 

in prediction and the highest tracking accuracy compared to all baseline techniques. 

These results demonstrate how metaheuristic-based learning systems can be used to 
drive forward the creation of adaptive and intelligent UAV control systems that can 

perform effectively in challenging operational conditions. 
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1. INTRODUCTION 

The Unmanned Aerial Vehicles (UAVs), which were initially experimental prototypes, are now regarded 

as an essential device in numerous industries that are too numerous to mention [1]. Their use has now extended 

into infrastructure inspection, environmental monitoring, aerial surveillance, and topographic mapping and 

thus their increasing importance in the civilian and the military realms [2]-[5]. With the increased integration 

of UAVs in both commercial, defence and scientific activities, it has increased the need to ensure highly 

advanced, adaptable and highly efficient control systems [6][7]. These systems should have the ability to handle 

the increasing complexity of the UAV missions, and often these missions take place in unstructured and 

unpredictable conditions [8][9]. The forces due to wind blows, changes in temperature, loss of GPS signals, 

among others, represent a significant degree of trouble that requires control solutions that are indeed robust but 

must also be adaptive to varying flight scenarios [10][11]. In addition to that, UAVs also frequently work in 

regimes where the aerodynamic behaviour is significantly non-linear, and challenging to describe and, 

therefore, designing a reliable and robust control strategy becomes even more difficult [12]. 

Common Proportional-Integral-Derivative (PID) controllers, Linear Quadratic Gaussian (LQR) methods 

are traditional methods used in the process of control over navigation of UAV [13]-[15]. They are applicable 

when it is possible to understand the dynamics of the system and when the system is relatively predictable. 

Nevertheless, the traditional approaches fail frequently in the real application of UAVs, such as autonomy in 

unstructured cluttered space or missions with randomly appearing disturbances. They have a tendency to give 

suboptimal performance, particularly in the presence of non-linearities, or undetermined uncertainties, and 

when there is a need for real-time adaptability [16][17]. These shortcomings imply that the process of parameter 

tuning is trial and error in the sense that controllers must be tuned several times and resulting in inefficiencies 

and poor performance in the UAV system. Under such circumstances, it is clear that the conventional control 

systems will not work in offering the degree of flexibility and accuracy needed in carrying out present-day 

UAV activities [18][20]. 

To address these issues, modern trends in the field of machine learning (ML) solutions are of major 

interest [21], especially those involving supervised learning, which may be implemented in the UAV control 

mechanisms in terms of improved accuracy and flexibility of the control system [22]. Such complex behaviours 

of a system can be trained using machine learning models, which can in turn predict the future states of the 

system using the historical observations [23]. Among these, a technique which is based on the concept of 

support vector machines (SVM) [24], in other words, the Support Vector Regression (SVR) has done fairly 

well [25]. SVR was well suited to deal with problems of non-linear regressions, and it may be effectively 

employed in stipulating the intricacies existing behind UAV dynamics. SVR offers a general technique of 

modelling non-linear relationships that exist between control inputs and system outputs, even in the face of 

noise and outliers, since it finds the optimum hyperplane within a high-dimensional feature space [26]. This is 

the capacity to use less information to make generalisations, which is very appealing in the context of UAV 

control, where the real-time and accurate measurements of all the states are cumbersome [27]. 

Nonetheless, despite the promising nature of SVR in the application of UAV control, the effectiveness of 

such a method is heavily reliant on optimal model hyperparameter tuning, consisting of the type of kernel in 

the method, the hyperparameter values in the regularisation procedure, and the kernel bandwidth. The values 

of these hyperparameters have a big implication on the accuracy and generalisation of the SVR model. Owing 

to over-tuning or under-tuning, the UAV control system may be over-fitted, under-fitted or fail to generalise, 

all of which may compromise adaptability with varying conditions [28]. Typically, the optimal set of 

hyperparameters according to a certain problem is sought using a random search or some more traditional 

method such as the grid search. Although they are easy to implement and apply, they are computationally 

expensive, as well as that they may not guarantee that the global optimum will be attained, particularly in high-

dimensional/non-convex optimisation problems [29]. 

The recently developed metaheuristic optimisation algorithms present a potent and effective solution to 

tuning the hyperparameters of machine learning models due to these algorithms being inspired by natural 

processes and phenomena [30]. Such algorithms include the Genetic Algorithms (GA) [32], Particle Swarm 

Optimisation (PSO) [31], and Ant Colony Optimisation (ACO) [33], which are intended to search the whole 

search space and do not need the explicit gradient information to find the global solution [34]. An example, 

such as in GA, is an imitation of the natural selection in which it iteratively transforms a population of solutions 

to an optimal one. PSO, which is based on the flocking behaviour of a bird, works by searching for the best 

solution using a swarm of particles and updating these particle positions on the basis of individual experience 

and the social memory [35]. Based on the foraging behaviour of the ants, ACO is probabilistic in nature and 

finds an optimum path through complex environments. These metaheuristic algorithms have been proven to be 

very effective in solving optimisation problems in various areas, and using them to control the UAV systems 
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is not an exception. Combining metaheuristics and SVR, the process of hyperparameter tuning may be 

automated so that more accurate models or models are created, and, by extension, more stable and precise UAV 

control systems may be built [36]. 

The model in Figure 1 is termed a combination of the PSO with the SVR in terms of adaptation that 

assumes a systematic framework. The given procedure is initiated by the onset of a training set of information, 

which is then followed by SVR hyperparameters [37]. Firstly, the recurrence is to be designed at counter 1. 

The second step is parallel training and prediction of numerous SVR modes, then going through the training 

and the prediction process. An evaluation is then made in terms of a cost function of these models to determine 

their performance. The findings are inputted into the search mechanisms of the PSO, which looks into the 

hyperparameter, space-primarily penalty parameters 𝐶, Epsilon loss parameters (𝜀) and kernel parameters (𝛾) 

in search of superior configurations. Training, evaluation, and hyperparameter optimisation using PSO are used 

in this loop, which recurs, and there is a counter of recursion in every loop. It stops once a form of restriction 

position is achieved, which is set beforehand, where the personalised SVR model is completed. Such a 

recurrence structure will exploit the capabilities of the SVR in strong prediction and PSO in global discovery 

efficiency and avails coordination to create a high-tuned forecast model [38].  

This paper constructs and analyses a hybrid control system that combines SVR and Eagle Strategy-

Particle Swarm Optimisation to enhance the flexibility and accuracy of UAV flight control. The proposed 

methodology is initially modelled and simulated in a high-fidelity simulation environment simulating the 

dynamics of a quadcopter in both nominal and perturbed operating conditions. The paper describes the entire 

workflow, which consists of data gathering, pre-processing, SVR modelling, and hyperparameter optimisation 

using Eagle Strategy-Particle Swarm Optimisation (ES-PSO), and performance is evaluated using known error 

indicators, such as Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Mean Percentage Error 

(MPE). Comparative testing with standard machine learning models- Neural Networks, Decision trees, Naive 

Bayes, K-Nearest Neighbours and standalone SVR are done under the same circumstances to provide a fair 

comparison to test performance. This work will showcase the possibilities of the metaheuristic-based learning 

models in facilitating robust, adaptable and computationally efficient UAV control systems in dynamic settings 

by providing access to detailed methodological configurations, empirical findings, and comparisons to existing 

and popular approaches. 

 

 
 Figure 1. The Hybrid PSO–SVR model structure (redrawn with the copyright of [30])  

 

2. LITERATURE SURVEY 

Over the last few years, research on UAVs has been biased towards hybrid algorithms and particularly 

SVR and metaheuristic optimisation, specifically PSO, to address the nonlinear nature of aerial systems. This 

was demonstrated by Su et al. (2024) [39], who reported that PSO-SVR was able to quickly predict the thermal 

behaviour of spacecraft, with good results regardless of the different test conditions. The study of Huang et al. 

(2021) [40] in the energy industry demonstrated that PSO-SVR may be used to increase tight-oil recovery 
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prediction accuracy by as much as 85 to more than 96, which highlights the ability to apply it to non-linear 

physical systems. This synergy has also been adopted with environmental modelling. A hybrid PSO-SVR, 

named AI-HydSu (Li et al. 2021) [41], was developed to predict dissolved oxygen in aquaculture at a higher 

convergence and accuracy level. In the meantime, Tian et al. (2024) [42] used Rough Set Theory and PSO-

SVR to forecast the emotions of an outdoor micro-space design, which outperformed neural networks and 

random forests in this regard--a prospect that UAV planners can exploit by considering the aspect of human 

behaviour regarding surveillance or navigation in urban settings. On the coordination front, Phung and Ha 

(2020) [43] suggested the Motion-Encoded PSO (MPSO), directly encoding the UAV flight paths within the 

encryption of the particles in body space, which resulted in a 24% higher detection rate when compared to 

other approaches and a much-reduced time to search. Shankar et al. (2021) [44] followed a new path with 

Acceleration-based PSO (APSO), where velocity updates are substituted with acceleration to make it more 

stable in dynamic and noisy conditions. Hybrid approaches keep on improving: A combination of PSO and 

Pattern Search by Bao et al. (2013) [45] has been used to fine-tune the SVM parameters, balancing between 

global and local optimisation. Hoang et al. (2019) [46] investigated angle-encoded PSO on reconfigurable 

multi-UAV formations, which offers a promising direction in missions that need real-time elasticity and 

accurate management. 

Building on the growing body of work discussed above, research in UAV modelling has steadily shifted 

from straightforward SVR applications toward more sophisticated PSO–SVR combinations and other 

metaheuristic-driven solutions. This progression reflects a broader trend: moving beyond static modelling to 

adaptive, optimisation-oriented frameworks that can cope with the complexity and unpredictability of real 

flight environments. The works highlighted in Table 1 capture this shift, beginning with early SVR-based 

modelling and advancing through a range of PSO variants, hybrid architectures, and memetic strategies. 

Collectively, these contributions have expanded the toolkit for UAV control, improving global search 

capability, fine-tuning local optimisation, and maintaining robust performance even under challenging 

operational conditions. What stands out is the versatility of PSO-tuned SVR models, they have been applied 

successfully to everything from UAV performance forecasting and spacecraft thermal analysis to 

environmental monitoring and swarm path planning. In each case, the benefits are consistent: faster 

convergence, stronger generalisation, and greater resilience to uncertainty. Taken together, this evidence forms 

a compelling rationale for developing the ES–PSO–SVR framework as a next step in intelligent UAV flight 

control, particularly for demanding tasks like coordinated swarm operations, real-time trajectory planning, and 

multi-agent navigation in cluttered, dynamic spaces. 

 
Table 1. Summary of key literature on SVR-based UAV control and metaheuristic optimization algorithms. 

Authors  Contribution / Focus Methodology Findings / Relevance 

Phung & Ha, 
2020 

UAV moving target search 
Motion-encoded Particle 

Swarm Optimization (PSO) 
Improved search efficiency and accuracy for moving 

targets in UAV applications. 

Su et al., 

2024 

Rapid prediction of 

spacecraft radiant heat 
transfer 

PSO-SVR hybrid model 
High-speed and accurate prediction of heat transfer 

under vacuum thermal test conditions. 

Huang et al., 

2021 

Tight oil recovery 

prediction 

PSO-optimized Support 

Vector Regression 

Demonstrated accurate forecasting of oil recovery 

rates, improving field decision-making. 

Li et al., 
2021 

Dissolved oxygen 

forecasting in water 

systems 

Hybrid AI model: SVR + 
PSO 

Provided precise predictions of dissolved oxygen 
levels for environmental monitoring. 

Tian et al., 
2024 

Outdoor micro-space design 
optimization 

Rough Set Theory + PSO-
SVR 

Enabled prolonged human activity by optimizing 

micro-space layouts, integrating computational 

intelligence. 
Shankar et 

al., 2021 
Multi-UAV source-seeking Acceleration-based PSO 

Efficiently guided multiple UAVs to locate sources, 

showing robustness in multi-agent navigation. 

Bao et al., 
2013 

SVM parameter 
optimization 

Memetic Algorithm: PSO + 
Pattern Search 

Improved SVM prediction accuracy by optimizing 
hyperparameters using hybrid metaheuristics. 

Hoang et al., 

2019 

Multi-UAV formation 

control 
Angle-encoded PSO 

Achieved flexible and reconfigurable UAV 

formations, enhancing cooperative UAV missions. 

 

2.1. Predictive Modelling of UAV Systems 

In this section, an advanced model of machine learning-based control, which has the objectives of 

promoting the adaptability, accuracy, and stability of the UAV systems, is presented. The conventional UAV 

control systems usually utilise fixed-parameter controllers that could only be tuned manually, and thus the 

performance of the system may degrade when there is a prevalent and abrupt change in the flight scenario or 

due to high levels of external disturbances, such as wind gusts, payload influences, sensor noise, etc. These 

drawbacks impair the immediacy and independence of the UAVs, especially during scenarios in which the 
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mission is crucial, like surveillance, delivery and environmental supervision [47][48]. In order to overcome 

these constraints, the new framework of control, proposed here, makes use of SVR to develop a model of the 

highly nonlinear parts of the control input-output relationships (e.g., throttle, pitch, yaw) to control outputs 

(e.g., position, velocity, orientation). VR can be best applied to this application because it does not require 

large feature sets to generalise, or a collection of a large number of noisy samples in training, factors that are 

very common in real flight control onboard systems. Yet, the predictive accuracy of SVRs is very sensitive to 

the choice of their hyperparameters, such as the regularisation constant (𝐶), parameters of the kernel function, 

and the epsilon-insensitive loss threshold [49]. Improper settings of such values may result in undesirable 

performance of the control [50]. To surpass this shortcoming, ES-PSO is used as a worldwide optimisation 

algorithm for automatic parameter fine-graining. An advantage of the EES-PSO is the possibility to perform 

the exploratory search characteristic of the Eagle Strategy and to achieve the convergence by fine-tuning the 

resultant to the PSO. This combination can offer dynamic, adaptive adjustment of the SVR hyperparameters at 

the real-time level within the controllers and an overall flexible and highly responsive control model that adapts 

to the given conditions with dynamic flight settings and continuously re-learns its output. To bring practicality 

to this framework in UAV system design, the whole architecture and flow of communication within a typical 

UAV control system are depicted in Figure 2. whereas, Figure 2(a) shows the internal connections and signal 

routing of a quadcopter and the most important components of input and output, with which connection to the 

flight controller [50]-[58]. While, Figure 2(b) enlarges the illustration to illustrate the communication path 

between the satellite, ground control, as well as between the UAV and its operators through the transmission 

and reception of command and telemetry information. Figure 2(c) explains a visual following and guidance 

case study involving dual Pan-Tilt Unit (PTU) units with image processing that illustrates the need to have 

accurate control of the angle as part of an autonomous landing or target-tracking on an UAV. Figure 2(d) gives 

a block diagram of onboard UAV electronics, focusing on the close coupling of sensors, controllers, and 

actuators in real applications to helical UAVs. All these subfigures will give a complete graphical ground to 

the application of the ES-PSO-based control model on the application of the ES-PSO-based control model in 

various UAVs. The hybrid strategy has the advantage of obviating the requirement that the UAV pilot manually 

tune parameters or utilise preset nominal gains in PID control, and can even be used in the creation of self-

optimising UAV platforms that can fly safely and efficiently in unfamiliar, unstructured environments. Such a 

combination of machine learning and swarm-based optimisation provides a way to create smarter and more 

autonomous, and robust aerial systems. 

 

  
(a) Block Diagram of UAV Communication and 

Control System Architecture 

(b) UAV System Architecture with Ground Control Station 

and Satellite Communication Links 

  
(c) UAV-Based Visual Tracking and Navigation 

System Using Dual PTU Image Processing Units 
(d) Typical Quadcopter Layout Showing Input and Output 

Connections with Flight Controller 

Figure 2. Overall Architecture of UAV Communication, Control, and Propulsion System 
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3. SYSTEM SETUP AND DATA ACQUISITION 

This section outlines the system context in which the proposed ES-PSO–SVR control model was 

developed and evaluated. Therefore, due to the complete simulation study, all experimental set-ups, data, and 

metrics of performance were gathered in the high-fidelity virtual UAV environment. Simulation framework, 

the process of generating the dataset, and the corresponding preprocessing steps are listed in the following 

subsections to support the robustness of predictive model training and validation. 

 

3.1. UAV Simulation Framework 

The control framework was tested using a virtual UAV simulation environment; the model used in the 

simulation environment mimicked the dynamics of an average UAV platform (quadcopter). The model is 

developed based on a simulated 6 degrees-of-freedom (6-DoF) multirotor system, as opposed to using hardware 

available vehicles. As inputs, the control commands provided were throttle, pitch, roll, and yaw, and as the 

outputs, the flight responses, which were recorded, were position, altitude, velocity, and angular rates. The 

UAV simulation simulates realistic aerodynamics of the vehicle, actuator behaviour and response delay to 

represent the physical system characteristics. This configuration gives a secure, reproducible and adaptable 

environment that can be used to test and verify control strategies, as well as examine system performance 

across a set of flight conditions. None of the sensors, embedded flight controllers were applied, and all the 

measurements were produced inside the simulation environment. 

 

3.2. Simulation Environment 

The modelling and the simulations were performed through MATLAB/Simulink in association with a 

dynamic flight simulator capable of supporting a realistic quadcopter model. The environment allows fine-

tuning of flight parameters in the form of wind disturbances and changes to inertia, sensor noise, etc, which 

allows tough testing of the control algorithm to be conducted under semi-stochastic conditions. Both the 

nominal and perturbed flight conditions are simulated as well; therefore, the environment serves to train and 

benchmark the ES-PSO-SVR model in many different flight behaviours. This method of simulation-driven 

approaches is repeatable, safe, and scalable, which makes it an excellent choice when developing a control 

system at an early stage. It should be mentioned that the model was not yet tested on real UAV hardware, but 

the work will be continued and carried out until the proposed model is implemented in the real world. 

 

3.3. Data Acquisition and Structure 

The training and evaluation dataset we used is the data record from the simulation during the flight of the 

UAV under various conditions regarding the UAV control and response. This sample set is composed of about 

25,000 time-series elements sampled with a frequency of 100 Hz, and each element of the set relates to a single 

iteration of a control loop of the UAV. The four control features considered in the input feature matrix (X) are 

throttle, pitch, yaw and roll. The desired output (𝑦) contains the UAV response variables, which are the altitude, 

orientation angle, and velocity. The statistical processing of the data was carried out with the help of Python 

(pandas’ library). To make it ready to be modelled, all features were normalised using the Min-Max scaling 

method using the class 𝑀𝑖𝑛𝑀𝑎𝑥𝑆𝑐𝑎𝑙𝑒𝑟 in the package 𝑠𝑘𝑙𝑒𝑎𝑟𝑛. Preprocessing and the scale of the features 

became similar. A moving average filter was used to smooth out transient noise and to minimise the effect of 

outliers. The data was then randomly divided into 70 per cent and 30 per cent, which were to be used in training 

and testing, respectively. This preprocessed and structured data is used as an empirical source to evaluate the 

standalone SVR prediction model and its optimised model via the ES-PSO separately, concerning the accuracy 

of prediction, stability in controlling the model, and generalization abilities. 

 

4. PROPOSED METHODOLOGY 

The proposed approach presents a two-stage hybrid control system, known as ES-PSO-SVR, to marry the 

SVR performance of nonlinear regression with the ES-PSO global-local optimisation scheme. The goal of the 

framework is to make the UAV flight control systems more precise and adaptable to the dynamic environmental 

and mission-specific conditions of wind disturbance, payload variations, and uncertainty of trajectory. It is a 

learning model that is founded on data as an alternative to classic PID controllers, as well as manually tuned 

machine learning models. 

 

4.1. SVR-Based Control Modelling 

During the initial stage, SVR will be summarised as a supervised machine learning framework to obtain 

a nonlinear superposition between UAV control commands (e.g., throttle, pitch, roll, and yaw) and their output 

reactions (e.g., altitude, heading, and velocity) in a non-hypothesised form. By minimizing an 𝜀-insensitive 
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loss function, SVR aims to balance model flatness and prediction accuracy. The formulation relies on kernel 

functions to map the input data into a high-dimensional space, where linear regression is performed. The Radial 

Basis Function (RBF) kernel is used due to its effectiveness in modeling nonlinear dynamics, and the SVR 

training process involves optimizing the regularization parameter 𝐶, the epsilon margin 𝜀, and the kernel scale 

𝛾. The full mathematical formulation of SVR is presented in Equations (1) through (4), defining the regression 

function, kernel transformation, and optimization objective under appropriate constraints. These formulations 

provide the foundation for precise modelling of UAV dynamics and enable the predictive controller to operate 

in real time [59][60]. Where, w is the weight vector, x is the input feature vector, b is the bias term, 𝛾 is the 

kernel width parameter controlling flexibility, 𝜉𝑖, 𝜉𝑖
∗ are slack variables, 𝐶 is the regularization constant, 𝑛 is 

the number of training samples, 𝑦𝑖 is the true target output, and finally, 𝜀 defines the width of the epsilon-

insensitive tube. 

 𝑓(𝑥) = ⟨𝑤, 𝑥⟩ + 𝑏 (1) 

 𝐾(𝑥𝑖, 𝑥𝑗) = exp(−𝛾 ∥ 𝑥𝑖 − 𝑥𝑗 ∥2) (2) 

 
𝑚𝑖𝑛

𝑤,𝑏,𝜉,𝜉∗
=

1

2
‖𝑤‖2 + 𝐶 ∑(𝜉𝑖 + 𝜉𝑖

∗)

𝑛

𝑖=1

 (3) 

 

{

𝑦𝑖 − 〈𝑤, 𝑥𝑖 − 𝑏 ≤ ε + 𝜉𝑖〉

⟨𝑤, 𝑥𝑖⟩ + 𝑏 − 𝑦𝑖 ≤ 𝜀 + 𝜉𝑖
∗

𝜉𝑖, 𝜉𝑖
∗ ≥ 0 

 (4) 

 

4.2. Hyperparameter Optimization with ES-PSO 

To ensure optimal SVR performance, the second phase of the methodology applies ES-PSO as an 

automated optimization algorithm. This hybrid approach leverages the global search capability of Eagle 

Strategy, implemented via Lévy flights, to explore the hyperparameter space broadly, while the local 

refinement capability of PSO ensures convergence toward high-performing parameter configurations. Each 

candidate solution in the swarm encodes a triplet [𝐶, 𝜀, 𝛾], and model performance is assessed using Root Mean 

Square Error (RMSE) between predicted and actual UAV responses. Rather than relying on manual or grid-

based tuning, ES-PSO adapts the parameter set iteratively based on swarm behaviour and exploratory 

dynamics. The full optimization configuration, including search ranges, swarm size, inertia weights, and 

stopping conditions, is provided in Section the following section. 

 

4.3. Implementation Workflow 

The complete implementation of the ES-PSO–SVR pipeline follows a structured process comprising data 

import, preprocessing, model initialization, training, optimization, and performance evaluation. Input datasets, 

consisting of simulated UAV control logs, are pre-processed through normalization and smoothing filters to 

ensure signal consistency and mitigate noise artifacts. The SVR model is first trained in its baseline form and 

then re-optimized using the ES-PSO algorithm to enhance control accuracy. Rather than describing each 

implementation step in isolated figures, the entire computational workflow has been consolidated into Table 2, 

which outlines each stage of the development pipeline. This tabular representation improves methodological 

coherence and enhances the transparency and reproducibility of the proposed approach. 

 
Table 2. Workflow summary of the ES-PSO–SVR control system implementation. 

Step Process Stage Description / Function 

1 Data Importation Simulation output data is imported from Excel/CSV files using the Python “𝑝𝑎𝑛𝑑𝑎𝑠” library. 

2 Feature Selection Input variables include control commands: throttle, pitch, roll, and yaw. 

3 Target Definition Output variables include UAV altitude, velocity, and orientation angle. 

4 Data Preprocessing Min-Max normalization and moving average smoothing applied to reduce scale and noise. 
5 Model Initialization SVR model is initialized using the scikit-learn SVR class with default parameters. 

6 Optimization (ES-PSO) 
ES-PSO tunes SVR hyperparameters (𝐶, 𝜀, 𝛾) based on RMSE using a hybrid global-local 

search. 

7 Training Phase Optimized SVR is trained on 70% of the data using Python’s 𝑓𝑖𝑡() method. 

8 Testing Phase Model is evaluated on the 30% test set, and performance metrics such as RMSE are computed. 

9 Comparative Evaluation Standalone SVR and ES-PSO–SVR results are compared for accuracy and generalization. 
10 Visualization & Analysis Results are visualized using matplotlib plots for actual vs predicted outputs. 
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5. PARAMETER SETTINGS AND OPTIMIZATION CONFIGURATION 

This section presents the complete configuration settings used for the ES-PSO–SVR control model, 

including the search ranges for SVR hyperparameters and the internal parameters of the ES-PSO algorithm. 

Clearly defining these settings is essential for ensuring transparency, reproducibility, and fair benchmarking 

against baseline models. 

 

5.1. SVR Hyperparameter Search Space 

The performance of Support Vector Regression is highly sensitive to three key hyperparameters: 

o 𝑪: the regularization parameter that controls the trade-off between model complexity and error 

tolerance. 

o 𝜺: the epsilon-insensitive loss function margin that defines the error tolerance zone. 

o 𝜸: the kernel coefficient for the Radial Basis Function (RBF) kernel, controlling the influence of single 

training examples. 

In order to facilitate the automatic optimisation of the SVR model, the ES-PSO algorithm searches a 

specific range of values of each hyperparameter, after which the regression modelling is conducted. The latter 

are the (𝐶) for determining the trade-off between model complexity and error tolerance, the epsilon margin (𝜀) 

determining the width of the non-penalty region of the loss function, and the RBF kernel coefficient (𝛾) 

affecting the nonlinearity of the RBF kernel. Table 3 presents the exact ranges of values attributed to these 

hyperparameters. These ranges were chosen using empirical tuning policies and literature suggestions so that 

those ranges can provide enough diversity to the search space, and can be at least computationally efficient. 

These values were chosen because of well-established SVR tuning rules and lessons learned in previous 

experimental investigations, so that there is a reasonable compromise between the model's generalisation power 

and the control accuracy over different UAV dynamics. 

 
Table 3. Search space for SVR hyperparameters used in ES-PSO optimisation 

Parameter Symbol Search Range Description 

Regularization 𝐶 [0.1, 1000] Controls penalty for model error 

Epsilon 𝜀 [0.001, 1.0] Margin of error in regression tolerance 

RBF Kernel 𝛾 [0.0001, 10] Controls kernel influence and model flexibility 

 

5.2. ES-PSO Optimisation Parameters 

The ES-PSO algorithm consists of the global searching ability of the Eagle Strategy through the use of 

the Lévy flight mechanism, with local search abilities of the PSO to search and help to tune the hyperparameters 

of the SVR model in an efficient way. This combination allows searching for general directions at once and 

approaching quickly and efficiently to find good solutions. The specifications of the ES-PSO algorithm, such 

as the size of the swarm, inertia weight, learning coefficients and stop conditions have been highlighted in 

Table 4. The hyperparameters in these settings are set up so that they allow the optimiser to search the 

hyperparameter search space effectively and with the minimal likelihood of premature convergence. With the 

addition of Lévy to the Eagle Strategy (ES) component, diversity increases in the population, especially at the 

early stages of the optimisation process, and helps the algorithm to avoid local minima. However, the PSO 

mechanism enables the search to have both individual and group experience in refining the candidate solution, 

resulting in a consistent convergence of the search yielding high-performing SVR settings as opposed to 

training on average. 

 
Table 4. Configuration parameters of the ES-PSO algorithm for SVR optimization 

Parameter Value Description 

Population size 30 Number of particles (candidate solutions) in the swarm 

Number of 
generations 

50 Maximum number of optimization iterations 

Inertia weight 0.7 Balances exploration and exploitation in velocity updates 

Cognitive 
coefficient 

1.5 Attraction toward particle’s personal best (local knowledge) 

Social coefficient 1.5 Attraction toward global best (swarm knowledge) 

Lévy flight step 
factor 

1.0 Governs the length of Eagle Strategy exploratory steps 

Stopping criteria 
No improvement after 10 iterations 

OR max generations reached 
Terminates if swarm convergence stalls or max iterations are met 
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5.3. Fitness Evaluation 

The quality of every candidate SVR setup is analyzed as the Root Mean Square Error (RMSE) among 

anticipated and genuine UAV output responses [61], where 𝑦𝑖  is the actual UAV control output, and 𝑦̂𝑖  is the 

SVR-predicted output. This metric was chosen because it directly reflects the accuracy of the control and 

penalizes large prediction deviations. 

 

RMSE = √
1

𝑛
∑(𝑦𝑖 − 𝑦̂𝑖)

2

𝑛

𝑖=1

 (5) 

 

6. RESULTS AND ANALYSIS 

Here we provide the outcomes of performance analysis of the proposed ES-PSO-SVR model and compare 

the performance of the model with the other machine learning models, including standalone SVR, Decision 

Tree (DT), Neural Networks, Naïve Bayes and K-nearest neighbours (KNN). We use the important evaluation 

parameters Measure of Error (ME), Measure of Percentage Error (MPE) and RMSE to evaluate the accuracy 

of the prediction of the model. The organisation of the discussion is aimed at showing how efficient the ES-

PSO-SVR model is in different settings. 

 

6.1. Comparative Performance of Models 

In Figure 3, the ES-PSO-SVR model is the best performing one as regards ME. This value shows that the 

ES-PSO-SVR model records the lowest mean error and confirms that the model is the most accurate predictor 

of any of the conventional machine learning algorithms in place, such as Naive Bayes and KNN, which have 

substantially higher error rates. Such an outcome demonstrates the effectiveness of employing the ES-PSO 

algorithm in optimising the hyperparameters of the SVR model to boost its performance in UAV control 

systems. 

 

 
Figure 3. Comparative performance of ES-PSO-SVR and traditional models 

 

6.2. Error Comparison Over Time 

In order to further assess the soundness and steadiness of the ES-PSO-SVR model, Figure 4 illustrates 

the error (e.g. RMSE) comparison in time. This plot illustrates that the ES-PSO-SVR scheme shows to have a 

stable, very low error over different time points, implying that the scheme can be applied to dynamic UAV 

control systems with ease. Comparatively, such models as Naive Bayes and KNN exhibit greater variation in 

error over time, which is evidence of less sustained options under varying circumstances. This stability in 

performance indicates that the fact that ES-PSO-SVR model can be used in real-time applications. 
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Figure 4. Error comparison over time 

 

6.3. Actual vs Predicted Output 

Figure 5 contains a plot which compares the actual UAV control outputs with those that are predicted by 

the ES-PSO-SVR model. The model can be used to closely monitor the actual outputs, indicating how well it 

can predict the success of UAVs' reaction in real-time. The limited oscillation between the actual and the 

predicted outputs is additional evidence of the accuracy of the ES-PSO-SVR model, especially in the complex 

and dynamic flight conditions. The capability of this model to uphold this degree of precision in various 

scenarios renders this model extremely reliable for autonomous UAV systems. 

 

 
Figure 5. Actual vs. predicted UAV output 

 

6.4. Convergence Performance of ES-PSO 

The main concern in the optimisation of the ES-PSO-SVR model is the optimisation process. Figure 6 

shows the divergence pattern of the ES-PSO algorithm as the generations come and go. As the number of 

generations grows, the mentioned Figure 6 indicates a consistent decrease in RMSE, indicating that this 

algorithm is minimising errors with the help of iterative optimisation. This convergence trend indicates the 

effectiveness of the ES-PSO algorithm in optimising the hyperparameters of the SVR model, which leads to 

better predictive power. 
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Figure 6. Convergence performance of ES-PSO 

 

6.5. Benchmark Function Performance 

To answer the question concerning the optimisation capacity of the ES-PSO algorithm, Figures 7 and 8 

depict the performance of the given algorithm on generally accepted benchmark functions, such as Sphere, 

Rastrigin, Rosenbrock and Ackley. Figure 7 illustrates the advantageous performance of the ES-PSO algorithm 

to converge in good areas on these functions with 3D surface plots. The 3D visualisations indicate that the 

algorithm is capable of searching high-dimensional solution space, capable of eluding local minima and instead 

following the global optima. This value highlights the effectiveness of the ES-PSO algorithm in traversing 

difficult optimisation space, which shows its applicability in tuning hyperparameters of the SVR model. The 

values of the Sphere benchmark are of particular interest in the current work since it is a commonly studied 

function when analysing the optimisation research problem and is loosely referred to as a benchmark within 

the research problem or a reference to evaluate the level of performance of optimisation algorithms. It has a 

very easy and convex surface with only one global minimum, which enables the optimum algorithm to be run 

effectively in minimising the objective function. The Sphere functional is used as a threshold in order to 

determine the basic search and convergence values of the ES-PSO algorithm before any complex functions are 

tested. It is simple and the landscape of its optimisation is clear; therefore, it is the perfect unit to test the ES-

PSO algorithm on its basic efficiency to perform hyperparameter fine-tuning of the SVR model used in UAV 

control. 

 

 
Figure 7. Benchmark function performance 
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Comparing the results, having used the ES-PSO algorithm, 2D plotting was also provided in Figure 8, 

which shows the results in providing a better performance according to the benchmark functions. Though not 

a 3D figure, this figure reveals the capability of this algorithm to optimise high-dimensional parameters. The 

findings of both figures further demonstrate the effectiveness and superiority of the ES-PSO algorithm, which 

makes it most suited to the optimisation of UAV control systems in which problems of a similar nature in terms 

of complexity and high dimensionality of parameter space have been previously experienced. 

 

 
Figure 8. Benchmark functions commonly used for ES-PSO evaluation 

 

6.6. Hyperparameter Tuning Visualization 

Finally, Figure 9 provides insights into the impact of hyperparameter tuning on the performance of the 

SVR model. Comparing the results, having used the ES-PSO algorithm, 2D plotting was also provided in 

Figure 8, which shows the results in providing a better performance according to the benchmark functions. 

Though not a 3D figure, this figure reveals the capability of this algorithm to optimise high-dimensional 

parameters. The findings of both figures further demonstrate the effectiveness and superiority of the ES-PSO 

algorithm, which makes it most suited to the optimisation of UAV control systems in which problems of a 

similar nature in terms of complexity and high dimensionality of parameter space have been previously 

experienced. The findings show that the proposed ES-PSO-SVR hybrid algorithm performs better in the 

modelling of UAV key dynamics, such as the altitude, the pitch, and the velocity. The hybrid method has lower 

values of error (especially ME, MPE, and RMSE) than baseline methods that include standalone SVR, Decision 

Trees, Neural Networks, Naive Bayes, and KNN (as shown in Figure 10). But it is important to note that the 

performance claims are not strongly supported by the comparative analysis, since it is largely done by visual 

examination and aggregate error values, without testing of confidence limits, multiple-run variance or statistical 

significance. Moreover, whereas the hybrid model is superior to weaker baselines like Naïve Bayes and KNN, 

none of these algorithms is considered a state-of-the-art in the time-series control community, and more 

sophisticated algorithms like LSTMs, Gaussian Processes, or reinforcement learning controllers should be 

included in future benchmarking to enhance benchmarking rigour. The improvements found can be attributed 

to the fact that ES-PSO can adaptively adjust the parameters of the regression of the SVR to dynamic UAV 

behaviour, which can improve predictive accuracy and system resilience. However, the present analysis is 

simulation-based and is still lacking simulation-based factors relating to real-time implementation, like 

computational load, inference latency or memory usage, which are key issues of onboard UAV deployment. 

Although the results of the proposed ES-PSO-SVR framework are promising, there are a number of 

limitations that need to be acknowledged. The methodology was only tested in a simulated UAV setting, which, 

despite its benefits in terms of repeatability and safety, does not allow the recreation of the complexities of the 

real world, including sensor noise, actuator saturation, communication delays, and unmodeled aerodynamic 

disturbances. This lack of testing on multiple simulated platforms also limits the testing of robustness with a 
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variety of UAV configurations and operating conditions. Furthermore, although the data preprocessing 

methods Min-Max scaling and moving average filtering were adopted to normalise and smooth the data set, 

the effects that those methods had on the retention of the transient dynamics needed for real-time control were 

not analysed systematically. Concerning optimisation, hyperparameter search spaces of the SVR parameters 

were not chosen according to empirical practice but according to the formal sensitivity analysis, and the ES-

PSO setup was used with fixed parameter values, not investigating their overall impact on the convergence 

behaviour or computational cost. The lack of an ablation study also does not allow the individual contributions 

of Eagle Strategy and PSO components to be isolated, and the relative advantage of the hybrid approach has 

not been proven. Lastly, optimisation was also steered by RMSE alone and no other measures of performance 

like inference latency, stability margins or computational overhead, which is important in the onboard 

deployment of UAVs. These constraints demonstrate the necessity of future research incorporating the 

hardware-in-the-loop testing, expanding the datasets, conducting system-parameter sensitivity analyses, and 

multi-objective optimisation metrics to identify the generalisability and practical preparedness of the proposed 

model. 

 

 
Figure 9. Hyperparameter tuning visualization 

 

 
Figure 10. Error metric comparison of ES-PSO–SVR and traditional models 
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7. FUTURE INSIGHTS 

Based on the existing results, several promising approaches of research can be followed in order to 

enhance the improvement of both the effectiveness and practical applicability of the SVR-ES-PSO hybrid 

model in predicting compressive strength of concrete used in civil engineering applications. The reasonable 

step one can take is to increase the sample size by adding more sizeable and diverse samples based on varied 

geographical areas and construction conditions. This would enhance the generalisation strength of such a model 

and reinforce its sturdiness in the presence of various environmental and material situations. Additionally, the 

advent of advanced deep learning structures, especially Convolutional Neural Networks and Long Short-Term 

Memory networks, provides an irresistible chance to discover more in-depth non-linear correlations beyond 

high-dimensional data. The models would supplement the existing method as they can portray more intricate 

patterns than methods may not take into account. Simultaneously, some feature selection and dimensionality 

reduction techniques, e.g. Principal Component Analysis (PCA) and Lasso regression, may help reduce the 

size of the model and identify only the most influential features. This would not only increase computational 

efficiency but would also increase the interpretability, which is of essence in adoption at the field level. 

The other main direction to explore is the use of the SVR-ES-PSO framework with multi-target regression 

tasks. The model would allow predicting associated properties of concrete, including tensile resistance and 

durability, all at once, thus helping assess the performance of the construction more comprehensively. Future 

work can also be done to enable parallel or distributed implementation of the PSO algorithm to support real-

time applications. This would lead to enabling converges to be faster and more scalable, especially in large-

scale industrial deployments. Lastly, comparative testing against various other metaheuristic optimisers with 

alternative methods, such as the Modified Particle Swarm Optimisation (M-PSO) and the Ant Lion Optimiser, 

may provide useful information on the strengths and trade-offs of various optimisation methods to better equip 

the predictive framework by improving its adaptability and resiliency. Collectively, these lines of research can 

promote predictive modelling considerably in the field of civil engineering and help construct a more precise, 

streamlined, and knowledge-curious representation of coming up with concrete strength to meet the 

technological needs of the modern world. 

 

8. CONCLUSION  

The ES-PSO-SVR hybrid model exhibits encouraging results in the prediction of the dynamic UAV 

parameters, such as altitude, pitch and velocity, in a simulated setting. Combining Eagle Strategy with PSO to 

optimise hyperparameters automatically, the framework brings an increase in the predictive accuracy of SVR, 

and a regular reduction in the values of ME, MPE, and RMSE over the baseline methods that include standalone 

SVR, Decision Trees, Neural Networks, Naïve Bayes, and KNN. These findings indicate the possibility of 

enhanced modelling of nonlinear UAV dynamics using metaheuristic-inspired learning techniques. However, 

the findings are limited in a number of ways to the issue of generalizability and practical applicability. It has 

only been analysed with synthetic data using one simulation platform, and the model has not been experimented 

on in real-world UAV deployments where the sensor noise, communication delays, actuator saturation, and 

unmodeled aerodynamic effects can greatly impair its performance. The comparative evaluation strength is 

constrained by the dependence on weaker baseline algorithms as well, and further research needs to consider 

more sophisticated controllers, including LSTMs, Gaussian Processes, or reinforcement learning models. 

Moreover, although the optimisation process is effective in terms of error minimisation, it also increases the 

computational cost and convergence is not guaranteed, casting doubt on whether the concept can be practically 

implemented on board under a real-time performance. Problems like inference latency, memory consumption, 

chance of overfitting, and insensitivity to hidden disturbances are not considered and must be systematically 

explored. Considering these reasons, the current research can be considered as a first step towards the 

implementation of metaheuristic optimisation and regression-based modelling in the area of UAV control. 
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